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Abstract

This article analyzes whether the accumulation of international re-
serves affects real exchange rates for a set of 57 economies. Panel ARDL
estimations, for annual data from 1994 to 2017, show that higher (lower)
levels of international reserves cause appreciation (depreciation) of ex-
change rate and reduce (increase) its volatility, in the long run. As for
the error-correction related to deviations from the long run, short run
adjustments in exchange rate volatility occur at a much faster rate than
corrections in the exchange rate level. The Balassa-Samuelson effect, in-
flation and inflation differential also play significant roles, whereas mone-
tary independence is partially important. Public debt is significant in all
estimated models for real effective exchange rate, with negative (positive)
coefficient when using inflation (inflation differential), with positive coef-
ficient for the exchange rate volatility models, changing coefficient sign
when monetary independence is included.
Keywords: international reserves, real exchange rate; panel ARDL.
JEL codes: F31, C23, C58.

Resumo

Este artigo analisa o efeito da acumulação de reservas internacionais
nas taxas reais de câmbio de 57 países. Para dados anuais de 1994 a 2017,
as estimações via Painel ARDL mostram que níveis mais elevados (baixos)
de reservas causam apreciação (depreciação) cambial e reduzem (aumen-
tam) sua volatilidade, no longo prazo. Quanto à correção de erros relaci-
onados aos desvios de longo prazo, ajustes de curto prazo na volatilidade
cambial ocorrem de forma mais rápida que correções no nível da taxa de
câmbio. Efeito Balassa-Samuelson, inflação e diferencial da inflação tam-
bém são relevantes. Já a independência monetária tem relevância parcial.
Dívida pública é significativa em todos os modelos estimados para a taxa
de câmbio real efetiva, com coeficientes negativos (positivos) quando se
inclui inflação (diferencial de inflação), com coeficientes positivos para
os modelos de volatilidade cambial, com mudança de sinal do coeficiente
quando a variável independência monetária é incluída.
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Introduction

Capital flows, accumulation of international reserves and, consequently,
exchange rate movements are key elements in many economies nowadays.
They influence, and are influenced, by domestic economic policies such as
monetary and fiscal policies. In particular, countries without a comfortable
cushion of international reserves are more susceptible to the effects coming
from negative external shocks. On the other hand, high levels of foreign re-
serves, usually coming by capital inflows, can cause considerable impact on
the exchange rate. Therefore, there must be an equilibrium between these im-
portant variables, and a policymaker must be aware that one affects another,
and vice-versa.

In fact, there has been a growing discussion related to analyzing how in-
ternational reserves affect real exchange rate movements. Some of the works
have focused on analyzing exchange rate levels. This is the case of Frenkel
(1978, 1980), Edwards (1984), Flood et al. (1998), Rodrik (2006), for instance,
as we will see in the literature revision.

Nevertheless, not only is the level of real exchange rate important, but also
its volatility is crucial, as reported by the results found in Hviding et al. (2004)
and Vieira et al. (2013), for example. Volatility is certainly a considerable
source of obstruction for investment and trade and, as a result, for economic
growth. However, the majority of articles measures exchange rate volatility by
means of a non-conditional standard deviation. This brings considerable limi-
tations to any empirical analysis and restricts all empirical analysis related to
the role of international reserves on the level and volatility of exchange rate.

This article aims to analyze the effect of international reserves on real ex-
change rate (level and volatility) for a group of 57 advanced and emerging
economies. Our argument is that those countries accumulate international re-
serves as a cushion against external shocks, even though reserves affect both
level and volatility of exchange rate. For annual data ranging from 1994
to 2017, we apply a Panel ARDL (Pooled Mean Group) Cointegration Ap-
proach as econometric methodology to examine the following variables: real
exchange rate (level and volatility), real per capita GDP, CPI inflation rate, in-
flation differential and monetary independence index. We consider a higher
exchange rate level an indication of appreciation, whereas a lower level in-
dicates depreciation. As for inflation differential, it is the difference of each
country’s CPI inflation relative to the US CPI inflation rate.

Our Panel ARDL cointegration estimations show that, in the long run,
higher levels of international reserves have significant and positive effects
on both level and volatility of real exchange rate. The opposite applies for
lower levels of international reserves. The outcomes are also robust for differ-
ent model specifications. When short run adjustments are considered, there
are differences in the results. While the exchange rate level estimations sug-
gest a yearly average correction of 17.2% of a long-run deviation, exchange
rate volatility estimations show a much faster correction, an average of 61.9%
within a year. There is also evidence that the following control variables
(Balassa-Samuelson GDP effect, inflation, and inflation differential) affect both
level and volatility of real exchange rate, whereas the influence coming from
monetary independence is partial. Public debt is significant in all estimated
models for real effective exchange rate, with negative (positive) coefficient
when using inflation (inflation differential), with positive coefficient for the
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exchange rate volatility models, changing coefficient sign when monetary in-
dependence is included.

Besides this introduction and conclusion, this article has four more sec-
tions. Section brings the literature related to the relationship between inter-
national reserves and real exchange rate level and volatility. Section describes
the data and econometric approach. Section reports all empirical results, and
the final section concludes.

Literature Review

The literature on the effects of international reserves on real exchange rate
is vast and it has been debated academically for decades. Frenkel (1978)
examined what role international reserves played under different exchange
rate regimes (pegged and managed floating). For the period 1963-1975, his
analysis showed a difference in the demand for reserves between developed
and less-developed countries. The conclusion was that the optimal degree
of exchange rate flexibility depended on the stochastic nature of shocks (real
and monetary, domestic and foreign shocks, for instance) faced by the econ-
omy. Frenkel (1980) extended his previous analysis until 1979, but found no
change in the qualitative findings.

Edwards (1984) analyzed a sample of developing countries and concluded
that not only did reserves movements respond to monetary factors, but also
to differences between actual and desired reserves. Therefore, monetary con-
siderations were important for estimating and analyzing models with inter-
national reserves. On a similar topic, Obstfeld et al. (2010) gathered more
than 130 years of data to conclude that economic policies related to exchange-
rate regime were still constrained by the monetary policy trilemma (a tradeoff
among exchange stability, monetary independence, and capital market open-
ness).

Jeanne & Rancière (2006) derived a formula of an optimal level of foreign
reserves for a small open economy susceptible to sudden stops in capital flows.
The authors argued that, with proper calibrations, their model could explain
the magnitude of international reserves of many emerging market economies.
Obstfeld et al. (2010) built an empirical financial-stability model based on
financial stability and financial openness and found that international reserve
stocks could be well predicted by exchange rate policy, financial openness,
and access to foreign currency through debt markets. The size of domestic
financial liabilities that could potentially be converted into foreign currency
was also a good predictor of reserve stocks.

Aizenman & Lee (2007) showed that precautionary motives were impor-
tant to emerging market economies, in their accumulation of international
reserves. These reserves were usually increased when a more liberal capital
account regime was in place, and they were also important to keep the econ-
omy going when sudden stops were about to happen. Aizenman & Hutchison
(2012) found that, in spite of having accumulated high amounts of foreign
reserves, prior to the crisis, emerging market countries chose not to lose them
during the crisis, relying on more currency depreciation to absorb the shock.

Flood et al. (1998) focused on 12 Latin American countries, in the 1970s
and 1980s, and showed how cycles in reserves and exchange rate premium
could be a result of leakages between official and parallel foreign exchange
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markets. Athukorala & Rajapatirana (2003) showed that, for the period rang-
ing from 1985 to 2000, real exchange rate appreciation was much higher in
Latin America than in Asia, despite foreign capital inflows to Asian countries
being greater, compared to the size of their economies.

For the period ranging from 1980 to 1996, Aizenman & Marion (2003)
used a sample of about 125 developing countries to analyze why Far East coun-
tries used to demand high amounts of international reserves, as opposed to
some other developing countries. The authors found that, compared to other
emerging markets, foreign reserves of Asian countries depended on the size
and volatility of global transactions, as well as on exchange rate arrangements
and political considerations. However, after the 1997 Asian financial crisis,
the authors had to adapt their models to the new scenario. In that case, large
precautionary demand for foreign reserves was related to countries showing
high sovereign risk and costly tax system to cover fiscal expenditures. On
the other hand, politically unstable developing nations tended to hold less
reserves.

Aizenman & Riera-Crichton (2008) examined how real exchange rate was
affected by international reserves, terms-of-trade shocks, and capital flows.
The authors found that terms-of-trade shocks on real exchange rate were cush-
ioned by international reserves. This was important in developing countries,
particularly Asian economies and natural resource exporters. Gosh et al. (2014)
focused particularly on Asian Pacific Rim economies, comparing them with
other emerging market economies. Their results showed that such accumula-
tion changed from a cushion against current account shocks, in the 1980s, to
a cushion against capital account shocks, in the 1990s. Pacific Rim economies
were also more prone to accumulating reserves against current account expo-
sures, as opposed to capital account vulnerabilities. But they accumulated
more reserves in general.

Rodrik (2006) argued that the rapid increase in international reserves in
emerging market economies was more related to preventing exchange rate
from appreciation and maintaining international trade competitiveness, than
to a self-insurance motive. The author’s results also showed that the costs of
holding these reserves amount to an average of 1 p.p. of annual GDP in those
countries. Reinhart & Reinhart (2011) examined the accumulation of inter-
national reserves of about 100 countries by making use of an interest-parity
relationship to identify possible sources of exchange rate upward pressure,
and how international reserve accumulation had been sterilized. The authors
were only able to find some connection between capital inflow and low for-
eign interest rates. They also listed the major economic policies related to
preventing exchange rate from appreciating, especially due to capital inflows.
The necessity of a stable exchange rate led to more reserve accumulation. As
a result, reserve requirements were one of the many tools usually applied to
mitigate the consequence of accumulating foreign reserves.

Pina (2015) investigated the effect of international reserves accumulation
in developing countries, based on data from 1970 to 2009. From 1987 on, the
author found a different trend in the inflows of international reserves/GDP,
compared to developed economies. The author examined why these different
patterns occurred and argued that adequate levels of international reserves
depended on what central banks did in developing countries, which was re-
lated to managing inflation and exchange rate and supporting the financial
sector during periods of crises. The model’s prediction showed distortions as-
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sociated with how rigorous central bank constraints were, and with the mag-
nitude of crisis and inflation dynamics. These distortions were crucial for the
determination of international reserve levels.

Gregorio (2011) argued that reserves played a dissuasive role as they were
accumulated as a safety cushion, but rarely used. The author also argued
that reserve accumulation and exchange rate impacts could not be treated
separately. This implied a challenge for central banks, as floating exchange
rate regimes had to be coherent with the maintenance of an adequate level of
reserves.

Dominguez et al. (2012) focused on a large panel of countries to investigate
if differences in cross-country economic performance, after the 2008 financial
crisis, could be related to pre-crisis foreign reserve accumulation, as well as
decisions taken during the crisis regarding exchange rate and reserves. Their
results showed that those countries which accumulated large amount of inter-
national reserves, before the crisis, were those with higher economic growth,
after the crisis.

Bayoumi & Saborowski (2014) investigated the effects of international re-
serve intervention on the current account, particularly on the role played by
of capital controls. The authors’ results confirmed that capital controls are
important for the impact of current account intervention. In particular, they
found strong evidence that sterilized intervention is completely (partially)
counterbalanced by capital outflows in economies without (with) capital con-
trols. The authors concluded that the effects related to reserve accumulation
has declined over time because many economies have decreased restrictions
on their current account. Therefore, despite an increase in intervention, the
influence on current account (% GDP) has been declining.

Aizenman et al. (2015) analyzed the effects of the 2008 financial crisis
on international reserve hoarding. They found that, before the financial cri-
sis (from 1999 to 2006), reserve accumulation was related to savings in de-
veloping and emerging markets. However, results from the post crisis pe-
riod (from 2010 to 2012) showed a pattern change, especially related to the
link between direct investment and reserve accumulation. For developed
economies, higher savings were related to lower reserve levels, possibly be-
cause rich countries were channeling their funds to global financial markets.
On the other hand, emerging market economies with low reserve accumula-
tion experienced currency depreciation in 2012, due to the announcement of
tapering quantitative easing.

Jeanne (2016) used a welfare-based model of capital flows with interna-
tional banking frictions to analyze what role foreign reserves played in cap-
ital flow management. The author listed some stylized facts: i) “exorbitant
privilege”: emerging market countries must issue high-yield bonds to finance
their low-yield assets, but they also need to accumulate reserves as a cushion
against instability in advanced countries, and not because of their own weak-
nesses; ii) gross capital flows tend to exhibit more volatility than net flows,
and that global factors, not domestic fundamentals, are responsible for the
flow of capitals.

Regarding volatility, Hviding et al. (2004) focused on a panel of 28 emerg-
ing market economies, from 1986 to 2002. Their results showed that holding
adequate reserves decreased exchange rate volatility. The importance of real
exchange rate volatility on long-run GDP growth was analyzed by Vieira et al.
(2013), who used a panel of 82 advanced and emerging economies, from 1970
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to 2009, and concluded that more volatility affects economic growth nega-
tively, and vice versa.

Data and Econometric Approach

As mentioned previously, our main aim is to analyze how international
reserves influence the level and volatility of real exchange rate, by means of a
Panel ARDL Model Approach. We make use of a yearly database for a group
of 57 countries (listed in Table 1), for the period ranging from 1994 to 2017.

The following variables will be analyzed:

i) lreer= Real Effective Exchange Rate (2010 = 100). (Source: BIS).

ii) volreer = Real Effective Exchange Rate Volatility.

iii) reserv = International Reserves (% of GDP). (Source: IFS-IMF).

iv) gdp = Real per Capita GDP relative to US. (Source: PENN World Table).

v) cpi = CPI Inflation Rate (%). (Source: IFS-IMF).

vi) cpidif = Inflation Differential relative to US. (%). (Source: IFS-IMF).

vii) monet =Monetary Independence Index. (Source: Aizenman et al., 2018).

viii) debt = Public Debt/GDP. (Source: IMF Historical Public Debt Database).

Real effective exchange rate is in logs. A higher (lower) value indicates
an appreciation (depreciation). Real effective exchange rate volatility is es-
timated via ARCH-GARCH models, as it is explained in section Empirical
Results (see Table 1). Monetary independence index comes from Aizenman
et al. (2018). Higher (lower) values of the index mean more (less) monetary
policy independence. The idea of including inflation differential as an ex-
planatory variable is to analyze whether or not changes in real exchange rate
are due to movements in domestic and foreign relative prices. If the answer
is no, then nominal exchange rate is the variable responsible for relative price
changes. Variable “real per capita GDP” is a proxy for productivity and cap-
tures the Balassa-Samuelson effect on real exchange rate (see Balassa (1964)
and Samuelson (1964)). It means that countries with higher (lower) relative
per capita income tend to face real exchange rate appreciation (depreciation)
over time.

The explanatory variables (Reserves, GDP, Inflation, Inflation Differential,
Monetary Independence and Public Debt) and their impact on Exchange Rate
(level and volatility) can be described as follows. GDP captures the Balassa-
Samuelson effect based on the argument the higher (lower) relative produc-
tivity is associated to more appreciated (depreciated) exchange rate. Infla-
tion and Inflation Differential are included in the model to capture the role
played by prices, since it is important that economies in general should be
able to avoid significant and extended real exchange rate misalignments, and
for most emerging and developing countries, to avoid real exchange rate ap-
preciation with undesirable effects on the current account. Regarding the use
of Monetary Independence in our model, it plays a similar role to interest
rates, or interest rates differential, since economies with a higher degree of
monetary independence tend to have more autonomy to use interest rates to
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impose price (inflation) restrictions, which help keeping the real exchange
rate at a more stable path. As for Debt, it captures a country risk, and higher
(lower) levels of public debt are generally associated to exchange rate depre-
ciation (appreciation) and more (less) exchange rate volatility. Finally, our
variable of interest (International Reserves), was introduced in our model to
address the argument that higher (lower) levels reserves are usually associ-
ated with more exchange rate appreciation (depreciation). The idea is that
a cushion of foreign reserves can be used to reduced exchange rate volatility
and also to avoid significant exchange rate misalignments, either excessive
appreciation or depreciation.

The empirical analysis developed in this work is based on Autoregressive
Distributed Lag (ARDL) models applied to cointegration, as proposed in Pe-
saran & Shin (1999) (1999) and Pesaran et al. (2001). They were chosen due
to their advantage over cointegration tests in non-stationary variables, such
the ones developed by Engle & Granger (1987), Phillips & Hansen (1990) and
Johansen (1991), as well as over traditional VAR methodology. ARDL models
applied to cointegration also tend to be more effective in capturing a long-
run relationship in small samples. They also perform well, irrespective of
whether variables are stationary I(0), non-stationary I(1), or even mutually
cointegrated (Pesaran & Shin (1999) 1999).

Pesaran et al. (1999) (1999) developed a PooledMean Group (PMG) model,
which is based on a cointegrated ARDL framework adapted for a panel data
set environment. In fact, PMG likelihood estimators are used to estimate long-
run coefficients, capturing the pooling behavior of homogeneity restrictions,
and short-run coefficients, by the average across groups used to obtain means
of the estimated error-correction coefficients and other short-run parameters.
Another important feature of the ARDL framework, particularly the PMG ap-
proach, is that the inclusion of lags of all variables delivers consistent estima-
tion and, therefore, is able to deal with endogeneity problems (Pesaran et al.
(1999) 1999).

A basic ARDL model can be specified as follows:

yit =
p

∑

j=1

λ∗ijyi,t−j +
q

∑

j=0

δ∗
′

ijxi,t−j +µi + εit (1)

where: t = 1, 2, . . . ,T identifies the period, and i = 1, 2, . . . , N identifies the
groups. xit = vector (k × 1) of explanatory variables for group i; µi = fixed ef-
fects term; λij = scalar of coefficients related to all lagged dependent variables;
and δij = coefficient vectors (k × 1).

This econometric methodology is capable of maintaining important infor-
mation related to short and long-run properties of a model. Besides, any short-
run disequilibrium is seen as an adjustment process towards the long-run
equilibrium. Such adjustments are made through the Error Correction Form
(ECM). By making a re-parametrization of Equation (1), we can find the ECM
equation:

∆yit = φiyi,t−1 + β
′
ixit +

p−1
∑

j=1

λ∗ij∆yi,t−j +
q−1
∑

j=0

δ∗
′

ij∆xi,t−j +µi + ǫit (2)

where: φi = −(1 −
∑p
j=1λij ) = the error correction term for the ith group;
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βi =
∑q
j=0 δij = long-run parameter for the ith group; λ∗ij = −

∑p
m=j+1λim, j =

1, 2, . . . , p − 1; and δ∗ij = −
∑q
m=j+1 δim, j = 1, 2, . . . ,q − 1.

In our specific case, Panel ARDL (PMG) models are applied in the analy-
sis of the role of international reserves for two different dependent variables:
log of real effective exchange rate and exchange rate volatility. The estimated
equations for our baseline panel ARDL models are:

Dependent Variable - log of Real Effective Exchange Rate (lreer)

∆ (lreer)it = µ+α1t + β1(lreer)it−1 + β2(cpi)it−1 + β3(gdp)it−1

+ β4(reserv)it−1+
p
∑

j=1

β5∆ (lreer)it−j +
q

∑

j=0

β6∆(cpi)it−j

+
r

∑

j=0

β7∆(gdp)it−j +
s

∑

j=0

β8∆(reserv)it−j + εit (3)

Dependent Variable - Real Effective Exchange Rate Volatility (volreer)

∆ (volreer)it = µ+α1t + β1 (volreer)it−1 + β2 (cpi)it−1 + β3 (gdp)it−1

+ β4(reserv)it−1+
p

∑

j=1

β5∆ (volreer)it−j +
q

∑

j=0

β6∆(cpi)it−j

+
r

∑

j=0

β7∆(gdp)it−j +
s

∑

j=0

β8∆(reserv)it−j +υit (4)

We also estimate a second specification for Equations 3 and 4 using infla-
tion differential relative to the US, instead of inflation rate. Another extension
to the previous estimated models is to include an additional control variable,
monetary independence, to the baseline model with inflation and to the alter-
native model using inflation differential.

Empirical Results

Estimating Real Exchange Rate Volatility, via ARCH-GARCH Models

Real effective exchange rate volatility measures are calculated by the fol-
lowing expression:

rit = ln(reer)it − ln(reer)it−1 (5)

where rit is the return of the real exchange rate in logs, based on average
structures ARMA, and ARCH/GARCH for conditional variance. Conditional
variance is the measure used for exchange rate volatility, which is calculated
by making use of monthly data for each of the 57 countries, from February
1994 to December 2017. After the calculation, each monthly series are then
transformed into annual data, by means of the 12-month monthly average for
each country.

Table 1 summarizes the models for the 57 return time series. There is
some dominance of models with a GARCH (1,1) structure. For the average
structure, there is predominance of AR(1) and AR(2) structures.
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Table 1: Real Effective Exchange Rate Volatility - ARCH/GARCHModels

Model Selection Countries

AR(1) GARCH (1, 1)

Algeria, Bulgaria, Canada, Chile, Czech Republic,
Germany, Hungary, Indonesia, Ireland, Korea, Latvia,
Lithuania, Malaysia, Malta, New Zealand, Norway,

Philippines, Romania, Slovakia, South Africa, Sweden,
Switzerland, Thailand, UK

AR(2) GARCH(1, 1)
Australia, Colombia, Denmark, Estonia, Finland,

Iceland, India, Israel, Peru, Poland, Portugal, Russia,
Turkey, Venezuela

AR(1) GARCH(0, 1) China, Croatia, France, Luxembourg, Slovenia

AR(2) GARCH(0, 1) Austria, Belgium, Greece, Italy, Netherlands

AR(2) ARCH(1) Argentina, Cyprus, Saudi Arabia, Spain

AR(1) ARCH(1) Brazil, Hong Kong, Japan, Mexico

ARMA (1,1) ARCH (1) Singapore

Notes: i) n is the autoregressive order for Dlreer; ii) (n, r) stand for autoregressive and
moving average terms, respectively; iii) (p,q) refers to the presence of p lagged squared
residuals and the q lagged conditional variance; iv) Model Selection: AR(n) or ARMA
(n,r) GARCH (p,q).

Cointegration Tests

The first step is to check whether there is a cointegration (long-run) rela-
tionship among the variables specified. In order to do that, we apply Pedroni’s
panel cointegration tests, which is depicted by the following equation:

yit = αi + β1ix1i,t + β2ix2i,t + . . .+ βMixMi,t + εi,t (6)

for: t = 1, 2, . . . , T ; i = 1, 2, . . . , N ; M = 1, 2, . . . , m.

where: i) y and x are I(1) variables, by assumption; ii) T is the number of
observations over time; iii) N is the number of individuals in the panel; iv)M
is the number of variables; v) αi refers to individual effects, which may be set
to zero; vi) parameters β1i , β2i , . . . ,βMi can vary across individual members of
the panel, allowing for heterogeneous intercepts and trend coefficients across
cross-sections.

Once Equation (6) is estimated, the residuals obtained are tested for non-
stationarity I(1), by calculating the following auxiliary regression for each
cross-section:

εit = ρiεi,t−1 +
Ki
∑

k=1

ρi,k∆εi,t−k +µi,t (7)

Pedroni (1999) describes several methods to construct appropriate statis-
tics to test the null hypothesis of non-cointegration ρi from the residuals’
equation. Table 2 reports both within and between dimension panel cointe-
gration tests statistics related to the models estimated. Cointegration is found
in at least one of the statistics for all models, regardless of using the level or
volatility of real exchange rate, but cointegration seems to be much stronger
when the dependent variable is exchange rate volatility. Therefore, the evi-
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dence suggests a long run equilibrium relationship among real effective ex-
change rate and volatility with the other variables of our models.

Table 2: Pedroni Cointegration Tests

With Inflation With Inflation Differential

Within-Dimension

Dep. Var. Dep. Var. Dep. Var. Dep. Var.
lreer volreer lreer volreer

Panel Model Model Model Model Model Model Model Model
Stat. 1 2 1 2 1 2 1 2

Panel 1.15 -3.30 -2.04 -6.28 -3.42 -3.44 -4.46 -4.56
v [0.12] [0.99] [0.97] [1.00] [0.99] [0.99] [1.00] [1.00]

Panel 4.55 5.43 -3.07 2.35 4.35 5.55 -0.45 2.09
rho [1.00] [1.00] [0.00] [0.99] [1.00] [1.00] [0.32] [0.98]

Panel 1.24 0.05 -13.45 -15.69 -0.14 0.07 -15.28 -14.81
PPS [0.89] [0.52] [0.00] [0.00] [0.44] [0.52] [0.00] [0.00]

Panel -1.57 -2.55 -13.82 -14.89 -3.33 -1.70 -16.54 -15.29
ADF [0.05] [0.01] [0.00] [0.00] [0.00] [0.04] [0.00] [0.00]

Between-Dimension

Group Dep. Var. Dep. Var. Dep. Var. Dep. Var.
Stat. lreer volreer lreer volreer

Group 7.00 8.12 -0.38 4.69 7.12 8.30 2.41 4.53
rho [1.00] [1.00] [0.34] [1.00] [1.00] [1.00] [0.99] [1.00]

Group 2.55 -0.17 -16.96 -20.26 -0.05 -0.84 -15.70 -17.60
PP [0.99] [0.43] [0.00] [0.00] [0.47] [0.19] [0.00] [0.00]

Group -2.09 -2.44 -17.53 -14.67 -3.65 -2.20 -15.49 -13.70
ADF [0.02] [0.01] [0.00] [0.00] [0.00] [0.01] [0.00] [0.00]

Notes: i) weighted statistic used in within-dimension. p-values in brackets.
ii) Null Hypothesis: No cointegration.

PMG Results

Given the long run relationship found, we move forward and analyze the
long and short run coefficients estimated. Firstly, we estimate a baseline
Model 1, controlling for the role of GDP (Balassa-Samuelson effect), interna-
tional reserves/GDP and inflation. In the second model monetary indepen-
dence is added to the baseline estimation.

Table 3 reports the PMG long-run coefficients having the log of real ef-
fective exchange rate as dependent variable. Concerning our main variable of
interest, which is international reserves, the estimated coefficients are positive
and statistically significant in all four models, which is line with the idea that
higher (lower) levels of international reserves tend to appreciate (depreciate)
exchange rate. This is an indication that the country has enough international
reserves to face any external shock and it is also a suggestion that the country
has no external adjustment problems.
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Regarding coefficients related to CPI inflation rate, they are all statistically
significant with positive estimated coefficients, indicating that higher (lower)
inflation tends to appreciate (depreciate) the exchange rate. In this case, a
negative coefficient is usually expected, indicating that higher (lower) levels
of inflation are associated with more depreciated (appreciated) exchange rates.
However, a positive sign can also be possible, due to issues such as more rigid
(pegged) exchange rate regimes and even to what the literature calls fear of
floating (Calvo & Reinhart (2002)).

Table 3: Long Run and Short Run (ECM) Coefficients
Dependent Variable: Real Effective Exchange Rate

With Inflation With Inf. Differential

Variable Model 1 Model 2 Model 3 Model 4

Real per Capita GDP
2.16E-06 9.91E-06 2.33E-06 2.13E-05
[0.000] [0.000] [0.003] [0.000]

International Reserves
0.0011 0.0010 0.0014 0.0013
[0.000] [0.0254] [0.000] [0.000]

CPI Inflation Rate
0.0165 0.0446
[0.000] [0.000]

Inflation Differential
0.0198 0.0229
[0.000] [0.000]

Monetary 0.0276 -0.1255
Independence Index [0.5664] [0.000]

ARDL Lags (3, 3, 3, 3) (1, 1, 1, 1, 1) (2, 2, 2, 2) (1, 2, 2, 2, 2)

Max. Dep. Lags 3 2 2 1

ECM(-1)
-0.270 -0.101 -0.192 -0.164
[0.000] [0.000] [0.000] [0.000]

Note: p-values in brackets. ECM(-1) Average = -0.181.

Coefficients related to inflation differentials are all positive and statisti-
cally significant for the two estimated models. As in the CPI inflation rate
case, this suggests some difficulty of countries to keep up with higher inflation
rates and not changing the exchange rate at the same pace, which will result
in more appreciated real exchange rates. Again, this can also be explained by
possible fear of floating/fear of inflation, when countries try to avoid signifi-
cant changes in the exchange rate, or at least to procrastinate them.

As for the estimated coefficients for real per capita GDP, based on the
Balassa-Samuelson hypothesis, the expected positive sign holds for all four
estimated models. In fact, positive long run coefficients are according to ex-
pectations and it means that, if the Balassa-Samuelson effect is in place, higher
(lower) levels of per capita GDP, relative to the US, tend to appreciate (depre-
ciate) the exchange rate over time.

When monetary independence is used as control variable, it is statistically
significant in Model 4 with inflation differential, but not in Model 2 with CPI
inflation rate. The negative estimated coefficient in Model 4 suggests that a
higher degree of monetary independence is associated with a more depreci-
ated exchange rate, while a lower degree leads to more appreciation. In fact,
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there is no expected sign for the estimated coefficients of the monetary in-
dependence index. A more (less) monetary independence will indicate more
(less) ability and autonomy of monetary authorities to adopt instruments to
keep the exchange rate at an adequate macroeconomic level, and so to avoid
undesirable impacts on the economy. Such measures can be either apprecia-
tion or depreciation of the exchange rate, depending on each country.

Table 4 reports the PMG long-run coefficients when real effective exchange
rate volatility is used as dependent variable. The results related to interna-
tional reserves, our main variable of interest, indicate that the estimated coef-
ficients are statistically significant in all estimations. In other words, higher
(lower) levels of international reserves reduce (increase) exchange rate volatil-
ity. The expected negative coefficient is an indication that higher (lower) levels
of international reserves are associated with lower (higher) uncertainty levels
on the exchange rate market. This makes sense if foreign reserve hoarding
is thought and used as a cushion to avoid excessive exchange rate volatility,
which is commonly a desirable feature targeted by policymakers. This is also
true when looking at international reserves levels and the ability of monetary
authorities to implement measures to reduce changes in the exchange rate,
and so to reduce its volatility.

As for real per capita GDP (Balassa-Samuelson effect), the estimated coeffi-
cients are negative and significant in all estimated models. This indicates that
higher (lower) levels of per capita income, relative to the US, are associated
to lower (higher) exchange rate volatility. In other words, emerging market
economies, with lower income levels, tend to be more affected by exchange
rate volatility, when compared to advanced countries.

All CPI inflation rate estimated coefficients are statistically significant with
negative estimated coefficients, implying that higher (lower) inflation tends to
reduce (increase) exchange rate volatility. Inflation differential coefficients are
negative and statistically significant in all estimated models. Monetary inde-
pendence has positive estimated coefficients, but it is statistically significant
only in Model 4 with inflation differential.

Once the long-run effects have been examined, we go one step further and
analyze the short-run effects, via Error Correction Mechanism (ECM). This
is important because, as mentioned previously, cointegration ARDL models
can keep both short and long run properties of a model, and any short-run
disequilibrium is seen as an adjustment process towards the long-run equilib-
rium.

The short-run adjustments related to the exchange rate level, reported in
Table 3, and exchange rate volatility, reported in Table 4, show that all ECM
coefficients are also statistically significant with a negative sign, confirming a
stable long-run relationship between the variables. When the exchange rate
level is used as dependent variable (Table 3), the Error Correction Mechanism
(ECM) ranges from -0.101 to -0.27, with an average of -0.181. It means that, on
average, 18.1% of a short-run perturbation is corrected within a year. When
the dependent variable is exchange rate volatility, Table 4 shows that the ECM
coefficients range from -0.599 to -0.632 (average = -0.615). It means that be-
tween 59.9% and 63.2% of a long-run deviation is corrected within a year.
Comparing the short-run adjustment results related to the level and volatility
of real exchange rate it seems that exchange rate volatility is corrected much
faster than the exchange rate level itself.

We have extended our model specification (Tables 3 and 4) in order to in-
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Table 4: Long Run and Short Run (ECM) Coefficients
Dependent Variable: Real Effective Exchange Rate Volatility

With Inflation With Inf. Differential

Variable Model 1 Model 2 Model 3 Model 4

Real per Capita -4.44E-11 -5.30E-12 -5.00E-11 -4.64E-12
GDP [0.000] [0.000] [0.000] [0.000]

International -7.94E-09 -2.18E-10 -4.70E-09 -5.83E-10
Reserves [0.000] [0.0291] [0.000] [0.000]

CPI Inflation -5.73E-09 -1.63E-09
Rate [0.0053] [0.0019]

Inflation -1.47E-09 4.02E-09
Differential [0.4016] [0.000]

Monetary 9.83E-09 1.03E-08
Indep. Index [0.1741] [0.0576]

ARDL Lags (1, 1, 1, 1, 1) (1, 1, 1, 1, 1) (1, 1, 1, 1, 1) (1, 1, 1, 1, 1)

Max. Dep. Lags 1 1 1 1

ECM(-1)
-0.611 -0.632 -0.599 -0.619
[0.000] [0.000] [0.000] [0.000]

Note: p-values in brackets. ECM(-1) Average = -0.619.

clude a fiscal variable (Public Debt/GDP). Tables A.1 andA.2, in the appendix,
shows that Debt/PIB is statistically significant in all estimated models in Ta-
ble A.1, with real effective exchange rate as dependent variable. In this case,
the Debt/PIB coefficient is negative, when inflation is used in the estimation,
and positive, in the presence of inflation differential. As for international re-
serves, our main variable of interest, its coefficient is positive and significant
in all estimations performed, which is in line with the coefficients for the same
variable reported in Table 3. When the dependent variable is exchange rate
volatility (Table A.2), the Debt/PIB coefficient is positive and statistically sig-
nificant for models without monetary independence, and it changes the sign
when including monetary independence. As for the coefficients related to in-
ternational reserves, they are all statistically significant and with a negative
sign, as in Table 4. The only exception is the positive sign found in Model 2.

Conclusion

This article aimed at empirically investigate the role of accumulation of
international reserve policies on the level and volatility of the real exchange
rate, for a panel 57 advanced and emerging economies. Before estimating the
empirical models, we made use of an ARCH-type methodology to accurately
calculate the exchange rate volatility of each country in the sample. Besides
that, the following variables were used as control variables: CPI inflation rate,
inflation differential relative to US, a monetary independence index, real per
capita GDP relative to the US (Balasssa-Samuelson Effect).

For the period ranging from 1994 to 2017, we used a Panel ARDL Ap-
proach to Cointegration (Pooled Mean Group), as our econometric methodol-
ogy, and found similarities and differences in role played by foreign reserves
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on the level and volatility of real exchange rate. Regarding long run effects,
higher reserve levels usually tend to appreciate the exchange rate and reduce
its volatility, whereas lower reserve accumulation has the opposite effect on
both level and volatility. These results are in line with several articles, such
as Rodrik (2006) and Reinhart & Reinhart (2011), for the exchange rate level,
and Hviding et al. (2004), for volatility issues.

Short run effects were also estimated and are worth mentioning. Our re-
sults showed that exchange rate volatility is corrected at a much faster rate
than the exchange rate level itself. In other words, the real exchange rate tends
to firstly correct its distribution around a mean value and, then, it moves to-
wards a desired level.

We also found evidence that, together with the accumulation of foreign
reserves, other control variables are important to the determination of the
level and volatility of exchange rate. This was the case of GDP, as a proxy for
the Balassa-Samuelson effect, CPI inflation rate and inflation differential, and
public debt. However, partial evidence was found when monetary indepen-
dence as applied as a control variable.
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Appendix

Tabela A.1: Additional Estimation with Inclusion of Debt/GDP Long
Run and Short Run (ECM) Coefficients Dependent Variable: Real Ef-
fective Exchange Rate

With Inflation With Inf. Differential

Variable Model 1 Model 2 Model 3 Model 4

Real per Capita 2.31E-06 1.23E-05 -8.34E-05 -8.85E-05
GDP [0.267] [0.615] [0.008] [0.000]

International 0.002 0.0002 0.0236 0.031
Reserves [0.000] [0.0254] [0.004] [0.000]

CPI Inflation Rate
0.032 0.024
[0.000] [0.000]

Inflation 0.013 -0.035
Differential [0.064] [0.000]

Monetary 0.017 -0.210
Indep. Index [0.620] [0.289]

Debt
-0.001 -0.001 0.034 0.030
[0.000] [0.000] [0.000] [0.000]

ARDL Lags (2,2,2,2,2) (1, 1, 1, 1,
1)

(1,2, 2, 2,
2)

(1, 1, 1, 1,
1)

Max. Dep. Lags 2 1 2 1

ECM(-1)
-0.238 -0.157 -0.003 0.001
[0.000] [0.000] [0.000] [0.806]

Note: p-values in brackets. ECM(-1) Average = -0.132 (only models 1, 2 and 3).
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Tabela A.2: Additional Estimation with Inclusion of Debt/GDP Long
Run and Short Run (ECM) Coefficients Dependent Variable: Real Effec-
tive Exchange Rate Volatility

With Inflation With Inf. Differential

Variable Model 1 Model 2 Model 3 Model 4

Real per Capita -2.13E-09 -6.31E-13 -1.19E-11 -2.66E-12
GDP [0.000] [0.002] [0.000] [0.000]

International -1.31E-06 6.97E-10 -8.41E-09 -5.32E-10
Reserves [0.000] [0.000] [0.000] [0.000]

CPI Inflation Rate
1.66E-05 1.19E-10
[0.000] [0.031]

Inflation -5.34E-10 3.98E-12
Differential [0.122] [0.875]

Monetary 1.62E-08 -1.96E-10
Indep. Index [0.000] [0.945]

Public Debt
6.71E-07 -1.94E-10 9.79E-10 1.24E-11
[0.000] [0.000] [0.000] [0.653]

ARDL Lags (1,2,2,2,2) (1, 1, 1, 1, 1) (1,1,1,1,1) (1, 1, 1, 1, 1)

Max. Dep. Lags 2 1 1 1

ECM(-1)
-0.461 -0.675 -0.609 -0.628
[0.000] [0.000] [0.000] [0.000]

Note: p-values in brackets. ECM(-1) Average = -0.593.
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