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INCENTIVOS A REELEICAO AFETAM A EFICIENCIA
DOS GESTORES PUBLICOS? UMA ANALISE PARA
OS MUNICIPIOS BRASILEIROS

ANA CLAUDIA ANNEGUES *
CeLINA OLIVEIRA T
WaLLACE Souza ¥

Resumo

O artigo mostra como a reelei¢ao afeta a eficiéncia na gestao em edu-
cagao. Selecionou-se como grupo de tratamento municipios com prefeitos
candidatos a reelei¢do, comparando-os com dois grupos de controle: 1)
municipios com prefeitos em primeiro mandato ndo candidatos a reelei-
¢ao, e 2) municipios com prefeitos ja em segundo mandato. No primeiro,
utilizou-se um Propensity Score Weighting com Diferencas em Diferencas.
No segundo, procedeu-se a uma analise de regressao com variavel igual a
1 para o tratamento e 0 para o controle. Os resultados indicaram que pre-
feitos em primeiro mandato candidatos a reelei¢ao sao menos ineficientes
que aqueles em segundo mandato.

Palavras-chave: reeleicao; reputagao; DEA; PSW.
Abstract

The article shows how re-election affects the efficiency of education
management. The treatment group selected municipalities with mayors
running for re-election and compared them with two control groups: 1)
municipalities with first-term mayors not running for re-election, and 2)
municipalities with mayors already in their second term. In the first, a
Propensity Score Weighting was used. In the second, a regression anal-
ysis was performed with a variable equal to 1 for the treatment and 0
for the control. The results indicated that first-term mayors running for
re-election are less inefficient than those in their second term.
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1 Introducéao

O conceito de eficiéncia na alocagao de recursos publicos diz respeito a capaci-
dade do gestor em oferecer uma maior quantidade ou qualidade dos servigos
sem a adi¢ao de mais recursos, ou, por outro lado, em prover os mesmos servi-
¢os a custos menores. Nesse sentido, uma gestao ineficiente nao é desejavel ao
bem-estar social, tendo em vista que esta implica em desperdicio de recursos
para uma oferta reduzida de servicos!. A gestiao publica eficiente tem sido
pauta recorrente em debates dentro e fora da academia, especialmente com o
crescimento da atuagao do estado brasileiro na oferta de servi¢os publicos a
partir da Constitui¢ao de 1988. A maior presenga do estado como resposta aos
anseios sociais da populacao teve como consequéncia o crescimento acelerado
dos gastos publicos, mesmo diante das limita¢des de financiamento existentes.
Nao obstante a expansao dos dispéndios, o Brasil apresentou timidas melho-
rias em seus indicadores sociais. Na educagao, por exemplo, a qualidade do
ensino, mensurada por testes padronizados nacionais e internacionais, deixa
a desejar. Os resultados obtidos a partir do Programme for International Stu-
dent Assessment (PISA) de 2018 mostram o Brasil entre as piores colocagdes no
ranking das trés areas avaliadas pelo programa.

A literatura econdmica fornece varias técnicas paramétricas e ndo para-
métricas para mensuragao da eficiéncia do gasto publico, além de apresentar
pesquisas que procuram identificar os determinantes das diferencas de capa-
cidade gerencial. As primeiras ajudam a identificar as gestdes com maior ni-
vel de desempenho e as Gltimas consistem em importantes contribui¢des pois
identificam quais fatores determinantes podem ser mudados para melhorar a
situagdo de municipios com pior gestao.

Um fator que pode influenciar a maneira como os recursos publicos sao ge-
ridos, porém pouco explorado nos estudos sobre gestao publica, é o ambiente
politico-institucional no qual os gestores estao inseridos. Como esses gestores
sao escolhidos por um processo eleitoral, a assimetria de informagao existente
entre a populacao e os agentes politicos suscitam problemas de agéncia que
alteram os incentivos e o comportamento destes quando responsaveis pela ad-
ministracao dos recursos ptblicos?.

Dentro do sistema eleitoral um fator que tende a afetar o comportamento
dos gestores publicos é a limitacdo de mandato (em inglés term limit), que é a
restricao legal que estabelece o nimero de vezes que um representante poli-
tico pode se reeleger consecutivamente a um cargo eletivo. E razoavel supor
que a possibilidade de se candidatar novamente altera a func¢do objetivo do
ocupante do executivo, sendo a inten¢do de permanecer no cargo uma das
preocupagdes que guiam a sua gestao. A renovagao do mandato dependera da
avalia¢do da populacdo quanto aos resultados da gestdo e isso podera influ-
enciar a eficiéncia da gestao, seja pelo lado dos gastos publicos, seja pelo lado
dos produtos na oferta dos bens e servicos.

Diante disso, o presente artigo tem por objetivo mensurar como a existén-
cia do dispositivo da reeleicdo em um sistema eleitoral pode afetar a eficiéncia
dos gastos publicos em educacgao. Para tanto, as unidades de observagao do

ILopes et al. (2008) constatam que o aumento da eficiéncia alocativa tende a elevar o bem-estar
social e a reduzir desigualdades.

2Para mais informagdes sobre a teoria da agéncia ver por exemplo Spence (1975) e Spence e
Zeckhauser (1978).
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estudo serao os municipios brasileiros, uma vez que os governos locais sao
responsaveis por prover boa parte dos servigos publicos a populacao.

Como variavel dependente tem-se os escores de eficiéncia técnica calcula-
dos por meio da Analise por Envoltéria de Dados (DEA). Embora exista uma
gama de técnicas de avaliacao de eficiéncia para o calculo desses escores, opta-
mos por utilizar a DEA, a qual se baseia em um método de estimagao nao pa-
ramétrico, que por meio da programacao matematica linear procura construir
uma fronteira de producao sem a necessidade de estabelecer previamente uma
forma funcional.

A variavel de insumo contém informacdes sobre os gastos com educagao
por aluno dos municipios e para mensurar os produtos foram utilizadas as
notas médias entre portugués e matematica do 5° ano e do 9° ano do ensino
fundamental obtidas na Prova Brasil, a qual integra o Sistema de Avaliagao da
Educac¢ao Basica (SAEB), um conjunto de avaliagOes externas de aprendiza-
gem promovido pelo Instituto Nacional de Estudos e Pesquisas Educacionais
Anisio Teixeira (INEP), autarquia federal vinculada ao Ministério da Educagao
do Governo Federal do Brasil. Além das proficiéncias, também foram inclui-
das no vetor das variaveis de produto as taxas de aprovac¢ao do municipio nas
duas séries analisadas.

Nos modelos estimados tem-se um grupo de tratamento constituido por
municipios cujo prefeito em primeiro mandato se candidatou a reelei¢do. Sendo
assim, a variavel de interesse serd uma dummy que assume valor 1 se o muni-
cipio teve o prefeito candidato a reelei¢do e 0 para os demais casos. Sdo for-
mados dois grupos de controle, um contendo municipios que tinham prefeitos
em primeiro mandato, mas que optaram por nio concorrerem a reeleicao, e
outro formado por municipios cujo prefeito ja havia sido reeleito anterior-
mente - ja se encontrava em segundo mandato - e que, portanto, nao poderia
concorrer novamente.

Na estima¢do com o primeiro grupo de controle, especificamente, recorreu-
se a um método de pareamento por reponderac¢ao, o Propensity Score Weigh-
ting. Nessa abordagem, primeiramente sao calculados escores de propensao,
que medem a probabilidade de um municipio se submeter ao tratamento de
ter um prefeito candidato a reelei¢ao. Essa probabilidade é calculada condici-
onal a algumas variaveis observadas, que incluem alguns atributos do gestor,
como género, escolaridade e partido ao qual é filiado. Para isso, utilizou-se
um modelo logit, com a variavel de tratamento como variavel dependente e
as variaveis observadas como explicativas. Por fim, os escores de propensao
estimados sao incluidos como pesos na equacao de regressao principal, como
forma de selecionar os municipios mais semelhantes em termos de probabili-
dade de sujei¢do ao tratamento.

Como resultados esperados, pode-se levantar alguns cenarios possiveis. Se
os municipios geridos por candidatos a reelei¢ao apresentarem um escore de
eficiéncia maior que os municipios cujos gestores em primeiro mandato ndo
se candidataram, esse pode ser um resultado do seu desejo de se reeleger. O
prefeito candidato objetiva impulsionar sua reputacao diante da populacdo
para que esta lhe conceda um segundo mandato e, assim, pode se esforcar
mais para gerar o maximo de provisao dos bens publicos. Por outro lado, caso
os resultados evidenciem que os prefeitos candidatos sejam menos eficien-
tes, uma explicacdo possivel é que o gestor em época de reelei¢ao aumenta os
gastos como forma de sinalizar compromisso com algumas demandas, porém
sem o acompanhamento de a¢des que impactem diretamente os outputs das
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politicas.

Ja quando se compara os candidatos a reelei¢ao com prefeitos em segundo
mandato, uma maior eficiéncia do primeiro grupo corrobora a ideia de que o
objetivo de se reeleger funciona como incentivo a melhor gestao, o qual nao
existe para quem ja se reelegeu. Como ndo concorrera a reelei¢do, o poli-
tico nao necessitaria mais se empenhar para melhorar sua reputacao junto aos
eleitores com melhores resultados, e assim, teria menores indices de eficién-
cia. Por outro lado, se os prefeitos candidatos a reeleicao se mostrarem menos
eficientes, pode-se apontar a existéncia de um efeito aprendizagem (learning-
by-doing), segundo o qual um segundo mandato implica em maior experiéncia
administrativa, fazendo com que esse grupo tenha melhores resultados de efi-
ciéncia.

As analises serdo feitas considerando as elei¢des municipais de 2012 e
2016. No entanto, os indices de eficiéncia e demais dados educacionais foram
obtidos a partir de informacgdes referentes aos anos de administracao imedi-
atamente anteriores aos pleitos, isto é, 2011 e 2015. Dois motivos explicam
isso. O primeiro é que as informagoes do SAEB estao disponiveis apenas para
anos impares, de maneira que nao ha dados para 2012 e 2016. O segundo mo-
tivo sdo as limitagOes de or¢amento em anos eleitorais impostas pela legislacdo
eleitoral no Brasil, o que diminui o grau de discricionariedade dos prefeitos
quanto a administra¢do dos recursos. Ademais, é razoavel supor que a pre-
ocupacao com a reelei¢cdo ndo se restringe apenas ao ultimo ano do primeiro
mandato, sendo um dos norteadores de todos os quatro anos de gestao.

Os dados utilizados tém como fonte diversas bases, a saber: os dados do
SAEB de desempenho, conforme ja informado, o Sistema de Informagoes Con-
tabeis e Fiscais do Setor Publico Brasileiro (Siconfi), disponibilizado pela Se-
cretaria do Tesouro Nacional (STN) e estatisticas eleitorais do Tribunal Supe-
rior Eleitoral (TSE).

O artigo encontra-se dividido em mais cinco se¢des, além desta introdugao.
A segunda se¢do contém uma revisao tedrica e empirica acerca dos impactos
dos incentivos eleitorais sobre a gestao publica. A terceira se¢do contém os
procedimentos metodolégicos. A quarta se¢ao descreve os dados utilizados.
A quinta se¢do mostra os resultados encontrados. A sexta, e Gltima se¢ao, traz
as consideracdes finais do estudo.

2 Revisao Teérica e Literatura Empirica

Muitos trabalhos tém surgido na literatura nacional com o objetivo de men-
surar a eficiéncia dos gastos publicos, com destaque especial as areas da edu-
cacao e da saude. Dentre estes pode-se citar trabalhos como Sousa e Ramos
(1999), Marinho (2003), Trompieri Neto et al. (2009), Silva e Almeida (2012) e
Oliveira, Souza e Annegues (2018).

Tao importante quanto estimar a eficiéncia é saber quais sao os seus deter-
minantes, isto é, quais variaveis explicam as diferencas de desempenho dos
tomadores de decisao com relacdo a alocagao dos recursos. Lopes et al. (2008)
e Lopes (2016) encontram que municipios com maior IDH tendem a apre-
sentar melhores resultados de eficiéncia alocativa. Ja na pesquisa de Marinho
(2003) as variaveis PIB per capita municipal e popula¢ao ndo tiveram impacto
estatisticamente significativo sobre os indices de eficiéncia.
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Conforme ja afirmado na se¢do anterior, um dos fatores que podem afetar a
eficiéncia da gestao dos gastos sao as variaveis politicas, dentre elas a limitacao
de mandato. No Brasil, apds a aprovacdo da Emenda da Reelei¢cdo (ER) em
1997, o sistema eleitoral passou a permitir a possibilidade de recondugao para
um Unico periodo subsequente para os cargos executivos de todos os niveis de
governo, de tal forma que prefeitos, governadores de estado e o presidente
da Republica podem permanecer por no maximo oito anos consecutivos no
poder (ALMEIDA; SAKURAL et al., 2018).

As elei¢oes no Brasil sdo realizadas em anos pares, com intervalos regula-
res de dois anos entre cada pleito, alternando-se entre elei¢des gerais (presi-
dente e vice-presidente da Republica, os governadores e seus vices, senadores,
deputados federais e estaduais) e elei¢des municipais (prefeitos e vereadores).
Até 1994, os ocupantes de cargos executivos eram eleitos para mandatos com
duragao de cinco anos. Nesse mesmo ano foi aprovada uma emenda ao ar-
tigo 82 da Constituicao Federal, alterando para quatro anos os mandatos de
presidente, governadores, prefeitos e seus respectivos vices.

Mas foi em 1997 que foi promulgada a Emenda 16 ao artigo 82, a qual
instituiu a reelei¢do para mais um Unico mandato dos chefes do Executivo.
Desde entio, seis elei¢cOes gerais e seis eleicdes municipais foram realizadas
em que os chefes do Executivo puderam concorrer a mais de um mandato do
exercicio do cargo. Os resultados nacionais e estaduais das eleigdes apresen-
tam um alto indice de continuismo, isto é, 100% dos candidatos a presidéncia
tentaram e obtiveram sucesso, assim como 80% dos governadores estaduais,
em média, foram reeleitos (MARCINIUK; BUGARIN, 2019). Esse novo cenario po-
litico eleitoral que se desenhou ha mais de 20 anos, além de outros fatores,
possivelmente contribuiu para explicar o comportamento fiscal dos estados
e municipios brasileiros, bem como a politica publica de uma maneira geral.
Para entender os possiveis canais de relacao entre o incentivo a reeleicdo e a
forma como os politicos administram os recursos quando responsaveis pela
sua execucao precisamos mergulhar na teoria econémica e nos testes empiri-
cos a fim de encontrar algumas respostas. Na visdao de Nakaguma e Bender
(2006), a possibilidade de reconducdo ao cargo elevou os incentivos a mani-
pulagdo oportunista das finangas publicas, o que pode gerar ineficiéncia na
administrac¢ao dos recursos.

A relagdo entre incentivos eleitorais e politicas publicas é um tema recor-
rente na literatura econdmica. A corrente ligada aos Ciclos Politicos (political
business cycle) foi uma das primeiras a estudar o assunto, com uma abordagem
mais ligada a macroeconomia. Sua premissa é a de que as decisoes de politica
macroecondmica sao influenciadas pela agenda do ciclo eleitoral. Em anos de
eleicdo, o ocupante de cargo executivo se comporta de maneira oportunista ao
adotar politicas expansionistas de gastos com a inten¢ao de se reeleger, dife-
rentemente do que ocorre em inicios de mandato, onde em geral se adota uma
postura mais restritiva no controle das financas publicas. Segundo Rogoff
(1990), os governantes demonstram competéncia ao seu eleitorado mediante
o aumento de gastos perceptiveis ao publico, o que pode levar a distor¢oes
fiscais.

Algumas correntes tedricas mostram de que forma a reeleicao afeta a aloca-
¢do dos recursos publicos por parte dos gestores. Uma das principais consiste
nos Modelos de Construcao de Reputagao (BEsLEY; cAsE, 1995, 2003; BESLEY,
2006). Besley e Case (1995) descrevem que em um contexto de informagao
imperfeita e agentes racionais, os incentivos a reelei¢do tendem a alterar as
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escolhas de politica publica por parte dos governantes. Supde-se inicialmente
que a relacao entre politicos e eleitores se da em dois periodos. No primeiro
mandato o governante avalia seu nivel de esfor¢o tendo consciéncia de que
sera avaliado pelos eleitores que se beneficiam ou nio da distribuicao de bens
publicos. Isso altera probabilisticamente a efetividade de certa politica pa-
blica, e, consequentemente, a utilidade dos eleitores, que esta diretamente
relacionada a provisao de bens publicos (AMARANTE, 2017). Aqueles que de-
sejam se reeleger escolhem aumentar a provisao de bens e servigos publicos
para desenvolver sua reputagdo perante o eleitorado e assim, serem conduzi-
dos a um segundo mandato. Ao realizar testes empiricos com dados de alguns
estados americanos, os autores verificaram aumento de dispéndios nas locali-
dades onde os governadores nao puderam concorrer a reeleicao.

Evidéncias semelhantes as de Besley e Case (1995) foram encontradas por
Johnson e Crain (2004). Por outro lado, Nogare e Ricciuti (2011) ndo encon-
traram diferencas significativas na politica fiscal de chefes do executivo com
limita¢des de mandato e outros tipos de governantes.

Para o caso brasileiro, a literatura empirica acerca dos efeitos da reelei¢ao
e demais variaveis eleitorais sobre a gestao dos recursos ainda é incipiente,
visto que o advento da reeleicao é recente na politica brasileira. Além disso, a
maior parte das pesquisas limita-se a analise pelo lado das despesas. Novaes
e Mattos (2010) testaram o efeito da intenc¢do de reelei¢cdo sobre os gastos em
saude dos municipios brasileiros. Os resultados mostraram um crescimento
das despesas em cidades administradas por prefeitos que tentavam um se-
gundo mandato.

Almeida, Sakurai et al. (2018) investigam a influéncia da limitagcdo de man-
dato e do calendario eleitoral sobre a gestao da conta "restos a pagar". De
acordo com os autores, enquanto a aprova¢ao da emenda da reeleicao se con-
verteu em um incentivo ao esfor¢o de diferencia¢ao dos gestores candidatos,
a aprovac¢ao no ano 2000 da Lei de Responsabilidade Fiscal (LRF) buscou
restringir seus efeitos adversos as financas publicas. No entanto, criaram-
se artificios contabeis (contabilidade criativa) para burlar a legislacao, como
o adiamento, para anos fiscais subsequentes, de pagamentos de despesas re-
conhecidas, formalmente conhecida como "inscri¢cao de valores em restos a
pagar processados”. Os resultados obtidos pelos autores apontaram que pre-
feitos em primeiro mandato inscreveram maiores valores na conta "restos a
pagar'em comparagao com os prefeitos em segundo mandato.

Conforme ja argumentado, o modo como os eleitores julgam as atitudes
dos governantes molda o comportamento destes na administracao das contas
publicas e, portanto, a intencdo de reeleicao pode gerar efeitos diversos. Um
exemplo é o trabalho de Meneguin e Bugarin (2001), que, contrariamente aos
trabalhos anteriormente citados, encontrou que prefeitos em primeiro man-
dato gastaram menos em anos eleitorais do que aqueles que nao podiam se
candidatar a reeleicao.

Levando em conta esse resultado e o desejo do prefeito candidato de cons-
truir uma boa reputa¢do, em alguns contextos a austeridade fiscal pode ser
vista com bons olhos pela populagdo e considerada um indicador de gestao
eficiente. Silva e Braga (2013), em um estudo para municipios do estado da
Bahia no periodo de 2000 a 2008, mostram evidéncias de que os eleitores pu-
nem os prefeitos que aumentam os gastos totais no ano eleitoral. Cavalcante
(2016) além de analisar o impacto da reelei¢ao sobre a gestao fiscal, também
testa o efeito da politica fiscal sobre a probabilidade de reeleicio do mandata-
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rio. Os autores verificam que a reeleicdo nao gera efeitos na gestao fiscal e que
os candidatos que priorizaram os gastos em investimentos foram premiados
pelos eleitores.

Dados os diversos critérios adotados pela popula¢do na avaliagido da ges-
tao dos seus governantes, a mensuracao do efeito da reeleicdo demanda uma
amplia¢ao do escopo da administragdo publica para além das despesas, incor-
porando nas analises o lado do resultado, que é a provisdo dos bens e servi¢os
publicos. Uma forma de fazer isso € ver o impacto da reeleicdo nao apenas
no total de despesas, mas na relacdo custo-beneficio verificada no calculo da
eficiéncia dos gastos publicos.

Poucos trabalhos sao encontrados na literatura testando a relacao entre
eficiéncia e reeleicdes. Ribeiro et al. (2020) investigaram uma série de de-
terminantes da eficiéncia de governos locais em Portugal, incluindo variaveis
politicas, e verificaram que a reelei¢ao ndo teve impacto estatisticamente sig-
nificativo. Motta e Moreira (2009) adotam a abordagem da fronteira de pro-
ducao estocastica, condicionada por variaveis relacionadas ao custo da pro-
visdo dos servigos e os incentivos que afetam a eficiéncia municipal, dentre
esses os incentivos eleitorais, como a margem de vitdria do prefeito em rela-
¢ao ao concorrente e o fato de o prefeito ter sido reeleito no pleito anterior, ou
seja, estar no segundo mandato. O efeito da reelei¢do do prefeito foi positivo
e estatisticamente significativo, indicando uma correlagao entre a renovagao
do mandato e a reducdo da ineficiéncia. Esse resultado pode ser uma con-
sequéncia da despreocupacdo do governante em se reeleger, restringindo o
comportamento oportunista de elevar os gastos sem contrapartida de maio-
res resultados em termos de servigos publicos, ou a hipétese levantada pelo
presente artigo de que maior experiéncia administrativa gera maior capaci-
dade gerencial, fazendo o administrador ofertar mais bens publicos, sem, no
entanto, elevar fortemente os gastos.

Este artigo surge no sentido de oferecer mais contribui¢oes a literatura
de eficiéncia alocativa e seus determinantes politicos, sem se limitar a ana-
lise do ponto de vista dos gastos. Além de comparar prefeitos em primeiro e
em segundo mandato, como nos trabalhos anteriores, procuramos mensurar
também o efeito da candidatura, analisando prefeitos em primeiro mandato
concorrentes e nao concorrentes a reeleicao.

3 Metodologia

Inicialmente, sera descrito o calculo dos escores de eficiéncia para os muni-
cipios por meio do DEA, os quais consistem na variavel dependente dos mo-
delos de regressao. Conforme o afirmado na introdugao, serdo feitas duas
estimagOes considerando um mesmo grupo de tratamento, municipios com
prefeitos candidatos a reelei¢do, e dois diferentes grupos de controles. As
subsecdes seguintes tratardo das estratégias empiricas empregadas nas duas
estimacoes.

3.1 Calculo dos Escores de Eficiéncia Utilizando DEA

A analise por Envoltéria de Dados (DEA), introduzida por Charnes, Cooper
e Rhodes (1978) e Banker, Charnes e Cooper (1984), é um método de pro-
gramacao linear ndo paramétrico que tem sido aplicado em diversos estudos
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relacionados ao setor publico como ferramenta para medir o desempenho ge-
rencial, mediante o calculo da eficiéncia dos gastos publicos.

O processo de otimiza¢do do modelo DEA busca construir uma fronteira
de producgao 6tima em que o desempenho de cada Unidade Tomadora de De-
cisao (Decision Making Unit - DMU) é calculado tomando como base de com-
paragao as DMU'’s ditas eficientes, isto é, aquelas que estdo sobre a fronteira, e
que, portanto, apresentam o melhor desempenho dado os insumos e produtos
observados. Dessa forma, desvios em relacdo a fronteira apresentam-se como
medidas de eficiéncia. (CHARNES; COOPER; RHODES, 1978)

Para cada DMU, a eficiéncia é medida em termos de uma mudanca pro-
porcional nos insumos ou produtos. Para atender a proposta atual, faz-se uso
do modelo DEA orientado ao produto, onde uma DMU para atingir a eficién-
cia deve maximizar o produto sem exigir mais de qualquer um dos insumos.
Justifica-se o uso desse modelo pelo fato de os recursos utilizados pelos prefei-
tos se originarem de verbas federais transferidas aos municipios, o que limita
o grau de discricionariedade desses gestores sobre o gasto por aluno (variavel
de insumo). Nesse sentido, a politica educacional tende a atuar diretamente
na maximizagao dos resultados educacionais (varidvel de produto), dados os
recursos disponiveis. Para tanto, consideram-se como DMU’s os municipios
brasileiros, em que um municipio tecnicamente ineficiente apresenta um nivel
de producao observado abaixo do nivel maximo que poderia alcangar, dada as
quantidades de insumos e recursos observados atualmente.

Um outro ponto relevante é a caracteristica das DMU’s quanto a sua escala
de operacao: os municipios apresentam heterogeneidade produtiva. Sendo
assim, diferentes municipios podem operar em regime crescente ou decres-
cente de escala devido as diferencas nas quantidades de insumos utilizados
e nos produtos gerados. Dada essa caracteristica, optou-se pela aplica¢ao do
modelo com Retornos Variaveis de Escala, também conhecido como BBC, de-
senvolvido por Banker, Charnes e Cooper (1984). Dessa forma, leva-se em
consideragao as disparidades de tamanho existentes entre as DMU’s. Isto é
possivel devido as vantagens apresentadas pelo modelo BBC quanto a flexibi-
lidade da forma funcional da fronteira de eficiéncia, em rela¢ao aos modelos
mais classicos do DEA, e ao relaxar a hipé6tese de proporcionalidade entre in-
puts e outputs do modelo classico, assumindo, assim, uma fronteira convexa.
(BANKER; CHARNES; COOPER, 1984)

A estimacao da eficiéncia para cada DMU é realizada resolvendo-se o se-
guinte problema de otimizacao:

max 0O
Sujeito a:
n

Xio — ink/\k >0,V
k=1

n
—00yjo+ ) yjxhe = 0,Vj
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onde y representa o conjunto de outputs j = 1,...,5 e x 0 conjunto de inputs i =
1,...,rparak =1,...,n DMU’s. O parametro Ay é a contribuicdo da DM Uy na
formacgao do alvo da DM U, representando assim a restricao de convexidade,
classificando o modelo como retornos variaveis a escala. Esse parametro é
um vetor cujos valores sdo calculados de forma a obter a solugao 6tima do
problema.

Mantendo-se constantes os recursos, o parametro 8, representa um fa-
tor pelo qual todos os produtos devem ser multiplicados para que a DM U
atinja a fronteira eficiente. Sendo assim, 6, sera maior que 1, pois implicara
em aumentos nos valores dos outputs, de modo que representara o aumento
proporcional no resultado educacional que poderia ser obtido pelo i-ésimo
municipio, mantendo constante a utilizagdo de recursos publicos. Portanto, o
calculo da eficiéncia sera dado por Ef = GLO’ variando entre 0 e 1, onde uma
DMU com score de eficiéncia inferior a 1 sera classificada como ineficiente
(FERREIRA; GOMES, 2009; BERNARDO; RODRIGUES, 2015).

3.2 Efeito do Incentivo a Reeleicao

Calculados os escores de eficiéncia, o préximo passo consiste em estimar a res-
posta destes ao dispositivo da reelei¢ao e demais variaveis relevantes. Apenas
a abordagem nao paramétrica de mensuracao dos escores de eficiéncia, como
o método DEA, nao seria suficiente para fornecer evidéncias nesse sentido.
Por isso, recorre-se ao uso desse procedimento em dois estagios que combina
a medicdo da eficiéncia pelo DEA com uma analise de regressao que usa a
eficiéncia estimada como variavel dependente.

Como colocado por Simar e Wilson (2007), o segundo estagio podera apre-
sentar falhas e viesar as estimativas. A primeira falha se refere a auséncia
tedrica no processo de geracao de dados que justifique o uso de dois estagios
e que justifique assumir a censura nos escores de eficiéncia. O segundo esté
no fato de tratar os scores de eficiéncia das DMU’s como observacoes inde-
pendentes, o que néo seria apropriado, uma vez que problemas de correlacao
serial seriam gerados. Esta ultima surge pelo fato de a estimagao da eficiéncia
ocorrer a partir de uma amostra comum de dados e pela natureza do processo
de otimiza¢do do modelo DEA, cuja solucdo de otimizacao requer restri¢oes
de combinacao linear entre as DMU’s.

Simar e Wilson (2007) elaboraram um processo de estimacao de dois esta-
gios que leva em conta as falhas acima mencionadas. O primeiro ponto estd
no processo de geragao de dados do primeiro estagio. As DMUs eficientes
encontradas estao sujeitas ao viés de amostra finita. Isto quer dizer que as
DMUs eficientes encontradas formam uma fronteira de producdo virtual e,
portanto, ndo representam uma caracteristica do verdadeiro processo de ge-
racao de dados. Isto implica que o modelo de segundo estagio deve ser um
modelo de regressdo truncado ao invés de modelos censurados. Para tanto,
os autores adotam procedimentos paramétricos de bootstrap dos quais geram
erros-padrao estimados e intervalos de confianca sem sofrer efeito do viés de
correlacdo serial encontrados entre os escores de eficiéncia das DMUs. Assim,
o modelo econométrico a ser estimado tem a seguinte forma:

Ok = zk + €k (2)

sendo assim, a eficiéncia 6y é linearmente depende de z;, em que este denota
um vetor linha de w variaveis ambientais que podem afetar a capacidade da
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DMUj de combinar eficientemente os insumos com o produto a ser gerado.
O parametro  denota um vetor coluna de coeficientes, €; sdo os disturbios
que devem ser considerados estatisticamente independentes entre as DMUs
e seguem uma distribuicdo normal truncada, com parametros y = 0e o e
truncamento a esquerda em 1 -z 8.

Dentre as variaveis que compode o vetor z estdo as seguintes: candidatura
a reeleicdo, se o prefeito é filiado ao mesmo partido do governador de estado,
uma dummy para cada partido (PT, PSB, PMDB e PSDB), se o prefeito possui
ensino superior, uma variavel que mede a educa¢ao média do municipio, o
logaritmo do PIB per capita municipal e uma dummy identificando as capitais
dos estados.

A variavel de reeleicao assume valor 1 para os municipios que possuem
prefeitos candidatos a reelei¢ao e 0, caso o municipio esteja no grupo de con-
trole. Conforme ja explanado, serdo duas estimagdes, cada qual com um
grupo de controle diferente.

As dummies para os partidos PT, PSB, PMDB, PSDB procuram captar o
efeito da queda de popularidade do PT em decorréncia do processo de im-
peachment da ex-presidente Dilma Rousseff (PT), ocorrido em 2016, além de
captar preferéncias dos municipios em relacdo aos gastos publicos. Alguns
partidos podem apresentar maior propensao ou afinidade com politicas de
gasto expansionistas.

O grau de escolaridade do prefeito pode indicar o seu nivel de habilidades
cognitivas e nao cognitivas; um prefeito com ensino superior pode ter maior
habilidade e capacidade de gerenciar os recursos. O nivel de educa¢do mé-
dio da populagdo do municipio é incluido na regressao, uma vez que cidades
com populagao de melhor nivel de educacao média tendem a apresentar mai-
ores performances nos exames de verificagdo de aprendizagem e/ou possuem
maior capacidade de monitorar e de cobrar as a¢des dos seus gestores publi-
cos, o que tende a melhorar os niveis de eficiéncia municipal. O logaritmo
do PIB per capita municipal e se o municipio é uma capital procuram captu-
rar o nivel de riqueza e desenvolvimento do municipio e possiveis diferencas
regionais quanto ao acesso ao repasse de recursos.

O procedimento de Simar e Wilson (2007) inicia estimando o modelo DEA
da forma tradicional. Em seguida, para corrigir a primeira falha, estima-se os
erros-padrao e intervalos de confianga para f por meio do procedimento de
bootstrap paramétrico, em que pseudo erros artificiais sdo extraidos estatisti-
camente independentes a partir da distribui¢do normal truncada a esquerda
em 1 -z . Ja a segunda falha, é tratada no procedimento de Simar e Wil-
son (2007) de duas formas, o presente trabalho faz uso apenas do segundo
procedimento de estimativa denominado pelos autores de algoritmo 2.

O primeiro passo do algoritmo 2 é excluir as DMUs ditas eficientes (6 = 1)
da analise de regressao, pois possuem o viés gerado de amostra finita. Os de-
mais m (com m < n) escores de eficiéncia formam a amostra e entram para um
modelo de regressao truncado a esquerda como variavel dependente e com
o procedimento de bootstrap sao produzidos as estimativas ff e o parametro
de variancia 6. A partir das L; repeti¢oes de bootstrap um conjunto de resi-
duos €; sdo gerados com distribui¢ao N(0, &) esses residuos e o ﬁ formam um

30 procedimento proposto pelos autores nio leva em conta a existéncia de slacks no trato dos
niveis de eficiéncia.
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conjunto de escores de eficiéncia artificiais que sdo utilizados para calcular o
estimador de eficiéncia livre do viés de amostra finita.

O estimador livre do viés é utilizado como variavel dependente como em
2 e um novo processo de estimagao por bootstrap, truncado a esquerda em 1—
z;B, é realizado e novos f; e seus respectivos ¢ sao obtidos permitindo o calculo
de intervalos de confianca e de erros-padrao, bem como a aplicagao dos testes
de hipdteses sobre o conjunto de dados livres das falhas mencionadas no inicio
da secao.

3.3 Propensity Score Weighting

Quando comparamos o grupo de tratados dos municipios com prefeitos can-
didatos a reelei¢do com o grupo de controle com prefeitos em primeiro man-
dato nao candidatos, incluir uma dummy identificando os primeiros pode nao
ser suficiente para captar os efeitos sobre os niveis de eficiéncia. Isso porque,
a candidatura a reelei¢do durante o primeiro mandato ndo consiste em um
evento de atribuicao aleatéria; o prefeito em primeiro mandato tem a possibi-
lidade de candidatar-se novamente, porém isto nao resulta de uma imposi¢ao
exdgena, sendo a escolha pela candidatura definida possivelmente por fatores
observaveis e ndo observaveis, os quais também estdo potencialmente relaci-
onados a eficiéncia na gestao dos recursos. Como forma de contornar esse
viés, procurou-se construir um grupo de controle que melhor representasse
os municipios com prefeitos candidatos na auséncia dessa nova candidatura.

Um método bastante utilizado para essas analises é o método de parea-
mento. A ideia do método consiste em construir um grupo controle com base
na hipétese de uma unidade do grupo de tratamento possuir um conjunto de
caracteristicas observaveis similares a outra unidade no grupo controle. As-
sim, um vetor X de variaveis observaveis deve conter aquelas relacionadas ao
resultado potencial do tratamento e que também podem afetar a decisdao de
participar ou nado do tratamento (no presente artigo, a candidatura a reelei-
¢do). Essa hipdtese é conhecida como selecido nas observéaveis ou ignorabili-
dade:

Y(0)L T3|X; (3)

As caracteristicas das unidades (municipios) nao influenciam a decisao do
prefeito de concorrer ou nao da reelei¢ao, assim como nao afetam os resul-
tados potenciais na auséncia da candidatura. A segunda implicacdo garante
que o individuo no grupo controle, com o mesmo vetor X, é um bom previ-
sor do que aconteceria com o grupo tratado caso este nao tivesse recebido o
tratamento, conhecida como hipo6tese de sobreposicao.

Um método de pareamento muito utilizado é o Propensity Score Matching
(PSM)*. No PSM a influéncia dos fatores observaveis pode ser resumida na
probabilidade de candidatura a reelei¢ao, condicionada a esses fatores. Essa
probabilidade é chamada de escore de propensao. A estimacao do escore de
propensao é feita por meio de um modelo de resposta qualitativa (logit ou
probit), no qual a variavel dependente é a variavel de tratamento e as variaveis
explicativas correspondem ao conjunto de variaveis observadas do vetor X:

Pr(T; =1|X;) = G(BX; +¢€;) (4)

4Rosenbaum e Rubin (1983)
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onde G(-) representa a funcao de distribui¢cdo acumulada, seguindo por hipo-
tese uma distribuicao de probabilidade logistica, no caso de um logit. No PSM,
os grupos de tratamento e controle sdo pareados pela comparagao entre os es-
cores de propensao, seguida da checagem das condi¢bes de balanceamento,
isto é, se ha similaridades entre os dois grupos quanto as caracteristicas pre-
sentes em X.

Outra maneira de tornar os grupos de tratamento e controle comparaveis é
a reponderagao da regressao de interesse com base nos escores de propensao,
o Propensity Score Weighting (PSW). O método consiste fundamentalmente em
utilizar o inverso da probabilidade de submeter-se ao tratamento como peso
em uma analise de regressao multivariada (Guo; FRASER, 2014).

Uma das dificuldades do pareamento tradicional via PSM, é que este de-
manda um bom numero de observagdes nos grupos de tratados e nao tratados.
Uma amostra pequena reduz as chances de se encontrar pares de observagoes
semelhantes. Além disso, a depender da técnica de pareamento utilizada e do
numero de observagoes pareadas, é possivel que um bom nimero de observa-
¢Oes do grupo de controle, T; = 0, seja descartado da analise. Nesse sentido,
uma das vantagens do PSW est4 na sua capacidade de utilizar todos os par-
ticipantes de ambos os grupos. Além disso, segundo Guo e Fraser (2014), o
PSW apresenta mais duas vantagens frente ao PSM: ele permite a realizacdo
de uma gama de analises multivariadas e nao exige que a variavel de resultado
seja continua ou normalmente distribuida®.

O método permite estimar o Efeito Médio do Tratamento sobre os Tratados
(Average Treatment Effect on the Treated - ATT). Para a estimagdo do ATT, os
autores mostram que os pesos amostrais, representados por w, assumem a
forma:

p(X;)
1-p(X;)

Quando a observagao pertence aos tratados (T; = 1), esta tera peso igual
a 1 na regressao. Ja para as observacoes do grupo de controle, o peso sera
igual a X
1-p(X;)
sujeicdo ao tratamento, maior o peso dessa observac¢ao do grupo de controle
na regressao. Os participantes menos provaveis de serem tratados receberao
0s menores pesos.

O efeito da candidatura a reelei¢do sera obtido estimando-se a equacgdo de
regressao (2), considerando como os pesos amostrais calculados com base nos
escores de propensdo. A utilizagdo dessa técnica assume que a atribuicdo ao
tratamento sera independente dos resultados potenciais dos grupos de trata-
mento e controle, dado o vetor de observaveis, solucionando, portanto, o viés
de selecao em observaveis.

Para a estimacao do escore de propensao, foi utilizado um modelo logit,
sendo o vetor X composto pelos seguintes fatores observaveis: a idade e o
sexo do prefeito, se este possuia ensino superior, se era casado, se era filiado
ao mesmo partido do governador e/ou do presidente, considerando Dilma
Rousseff em 2012 e Michel Temer em 2016. Também foram incluidas dummies
que identificam se o prefeito era filiado ao PMDB, PT, PSDB e PSB, buscando

o(T;, X;) =Ti+(1-T)) (5)

. Sendo assim, quanto mais proxima de um a probabilidade de

5Qutras referéncias sobre o PSW podem ser encontradas em Olmos e Govindasamy (2015).
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captar a popularidade desses partidos em diferentes municipios e seu efeito
sobre a probabilidade de o prefeito concorrer a reeleicao.

4 Dados

4.1 Fontes dos Dados

Foram utilizados dados de fontes distintas para cada estagio da estratégia em-
pirica. No primeiro estagio, que consiste na geracao dos escores de eficiéncia,
foi utilizado como insumo as informag¢des das despesas or¢amentarias muni-
cipais da fun¢do Educacao coletadas do Sistema de Informacdes Contabeis e
Fiscais do Setor Publico Brasileiro (Siconfi), disponibilizado pela Secretaria do
Tesouro Nacional (STN), para os anos de 2011 e 2015.

Para as variaveis de produto foram utilizadas a taxa de rendimento es-
colar (Taxa de Aprovacgao) e as notas de Portugués e Matematica obtidas na
Prova Brasil para os anos iniciais e finais do ensino fundamental, por muni-
cipio, para os anos de 2011 e 2015. O desempenho dos alunos nessas provas
¢ avaliado com base nas Escalas de Proficiéncia, que permitem a interpreta-
¢ao das habilidades e das competéncias destes associadas a diversos pontos da
escala. Essas escalas sdo construidas com base na Teoria de Resposta ao Item
(TRI) e no modelo de Blocos Incompletos Balanceados (BIB) °. Esses dados sao
disponibilizados pelo Instituto Nacional de Estudos e Pesquisas Educacionais
Anisio Teixeira (INEP), 6rgao vinculado ao Ministério da Educagao (MEC). O
SAEB reflete os niveis de aprendizagem dos estudantes avaliados por meio
de testes aplicados a cada dois anos na rede publica e em uma amostra da
rede privada. Isso permite que as escolas e as redes municipais e estaduais
de ensino avaliem a qualidade da educagao oferecida aos estudantes. Para
os objetivos do artigo, foram utilizadas apenas informagoes referentes a rede
publica municipal, tanto sobre insumo quanto produtos.

No segundo estagio, as variaveis que podem afetar os niveis de eficiéncia
dos gastos publicos, mas que estao fora do controle do gestor, foram obtidas
junto a outras duas fontes. A primeira é a Federagao das Indastrias do Es-
tado do Rio de Janeiro (Firjan), que construiu o Indice Firjan de Desenvolvi-
mento Municipal (IFDM), cujo objetivo é acompanhar o desenvolvimento so-
cioecondmico brasileiro monitorando trés areas: Emprego & Renda, Educacao
e Satude. Foram coletadas informacdes referentes apenas a area de Educacao,
com o propdsito de captar o nivel de educagao médio da populacdo em cada
municipio. A segunda fonte é o Instituto Brasileiro de Geografia e Estatistica
(IBGE), o qual fornece informagdes sobre o tamanho da Populagao e o PIB
municipal em 2011 e 2015, as quais geraram a variavel PIB per capita, além de
identificar as capitais dos estados.

O vetor de caracteristicas observaveis utilizado na estimacao dos escores
de propensao utilizados no calculo do PSW incluem as variaveis do munici-

6A TRI é um conjunto de modelos matematicos que procura representar a probabilidade de um
individuo dar uma determinada resposta a um item como fungao dos seus parametros e da habi-
lidade (ou habilidades) do respondente. Essa relacdo é sempre expressa de tal forma que quanto
maior a habilidade, maior a probabilidade de acerto no item. O BIB, por sua vez, é um esquema
otimizado para o rodizio de blocos. Isto é especialmente ttil nos sistemas de avaliagdo quando se
deseja obter informagdes amplas sobre o ensino, quando se precisa limitar a quantidade de itens
submetida a cada aluno em um valor aceitavel e adequado ao tempo de prova. A utilizagao da
TRI e do BIB permite, assim, a constru¢ao de uma escala para cada disciplina, englobando as trés
séries avaliadas e ordenando o desempenho dos alunos do nivel mais baixo para o mais alto.



304 Annegues, Oliveira e Souza Economia Aplicada, v.27, n.3

pio citadas no paragrafo anterior mais atributos do prefeito (idade, sexo, se é
casado, se possui ensino superior, partido, se é filiado ao mesmo partido do
governador). Tais informacdes coletadas tém como fonte o Repositério de Da-
dos Eleitorais do Tribunal Superior Eleitoral (TSE), que traz uma compilacao
de informacdes brutas das elei¢des tais como: o partido, a coligagdo dos can-
didatos e informacoes de caracteristica pessoal do candidato e se é candidato
a reeleicdo ou ndo. Essa base possibilitou, assim, identificar os prefeitos em
primeiro mandato (candidatos e ndo candidatos a reeleicdo) e os gestores em
segundo mandato.

4.2 Estatisticas Descritivas

A Tabela 1 apresenta as estatisticas descritivas para o conjunto de variaveis
utilizadas no calculo dos niveis de eficiéncia, quais sejam: o gasto com educa-
¢ao por aluno, como insumo, e as notas de Portugués e Matematica e a Taxa de
Aprovagao como produtos, para os anos iniciais e finais. A tabela apresenta
os indicadores de média e desvio-padrao para duas amostras, que se diferen-
ciam pelo grupo de controle utilizado na estimagdo: o grupo de controle 1
(prefeitos em primeiro mandato ndo candidatos) e grupo de controle 2 (pre-
feitos em segundo mandato). Verifica-se no insumo uma média aproximada
dos gastos com educagao por aluno nas duas amostras. Em rela¢do ao periodo
de tempo, observa-se um aumento nessa média, indicando um aumento dos
recursos publicos utilizados na educacao.

Com relacao as variaveis de produto, a pontuacao das avalia¢oes realizadas
pela Prova Brasil possui um intervalo de zero a 325 pontos e de 200 a 375
pontos para Lingua Portuguesa nos anos iniciais e finais, respectivamente.
Para os dados coletados da presente pesquisa, a média de pontos é aproximada
entre as amostras para a nota de Lingua Portuguesa, tanto para os anos iniciais
quanto anos finais. Além disso, observa-se um aumento na média entre os
anos 2011 e 2015.

Segundo a escala SAEB, essas pontuagoes indicam niveis basicos de apren-
dizagem dos alunos do 5° ano, que compreendem habilidades como identifi-
car o assunto principal e personagens em contos e letras de musica; reconhecer
relacdo de causa e consequéncia e relacao entre pronomes e seus referentes em
fabulas, poemas, contos e tirinhas. Ja para os alunos do 9° ano, assume-se que
estes sao capazes de reconhecer o sentido estabelecido pelo uso de expressdes,
de pontuacao, de conjun¢des em poemas, charges e fragmentos de romances
e de reconhecer recursos argumentativos em artigos de opinido’.

A disciplina de Matematica possui uma pontuacgao que varia de 0 a 350
pontos para os anos iniciais e de 200 a 450 pontos para os anos finais. A mé-
dia de pontos para os dois tipos de abordagens foi aproximada. Ao comparar
os periodos, verifica-se também um aumento na média das notas de Mate-
matica para os anos finais. Essas médias indicam um aprendizado basico em
Matematica cujos alunos dos anos iniciais possuem habilidades de reconhecer
grandezas e medidas e de realizar operagoes de adigao, subtragao, multiplica-
¢do e divisao exata. Ja os alunos das séries finais possuem habilidades como
determinar a soma, a diferenca, o produto ou o quociente de niumeros inteiros
em situagOes-problema e de resolver problemas envolvendo grandezas direta-
mente proporcionais, representadas por numeros inteiro.

7Para maiores informacdes, verificar a Escala de Proficiéncia no portal no INEP: http://
portal.inep.gov.br/web/guest/educacao-basica/saeb/matrizes-e-escalas.


http://portal.inep.gov.br/web/guest/educacao-basica/saeb/matrizes-e-escalas
http://portal.inep.gov.br/web/guest/educacao-basica/saeb/matrizes-e-escalas

Tabela 1: Estatistica Descritiva das variaveis utilizadas no DEA

Amostra com Grupo de Controle 1 Amostra com Grupo de Controle 2

Variaveis 2011 2015 2011 2015

Média DP Média DP Média DP Média DP
Gasto com Educagao por Aluno 4681,08 2086,77 5167,85 2298,73 4683,84 2121,66 5130,02 2373,15
Matematica Anos Iniciais 207,43 24,11 215,75 22,6 208,77 24,27 215,45 22,3
Matematica Anos Finais 245,97 19,86 250,35 16,86 246,72 19,81 250,43 16,9
Portugués Anos Iniciais 186,71 19,54 202,24 21,05 187,78 19,62 202,05 20,87
Portugués Anos Finais 236,64 16,77 245,77 16,72 237,63 16,9 245,88 16,68
Taxa de Aprovagao Anos Iniciais 91,13 6,75 92,86 6,05 91,44 6,56 92,77 6,1
Taxa de Aprovagao Anos Finais 83,24 9,71 84,98 9,22 83,4 9,47 84,85 9,13

Fonte: Elaboragao dos Autores a partir dos dados coletados.
Legenda: DP = Desvio-Padrao.
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Tabela 2: Estatistica descritiva - vetor de caracteristicas ob-
servaveis pré-tratamento

Elei¢oes 2012  Elei¢coes 2016

Variaveis
Média DP Média DP

Idade 51,2 9,62 51,97 30,36
Homem 90% 87%
Casado 77% 76%
Ensino Superior 44% 51%
Candidatos a Reeleicao 19% 65%
Partido do Governador 17% 21%
PMDB 20% 17%

PT 11% 10%
PSDB 13% 14%
PSB 5% 8%

Fonte: Elaboracao dos Autores a partir dos dados coletados.
Legenda: DP = Desvio-Padrao.

Com relagdo as taxas de aprovacgdo, observa-se um aumento na média
dessa taxa entre os municipios para o periodo entre 2011 e 2015 e, entre
as abordagens, as médias das taxas de aprovagdo sao também aproximadas.
Quanto aos desvios-padrao, ao observar os gastos por aluno verifica-se uma
alta dispersao nos insumos entre os municipios brasileiros na provisao de
Educacao.

Em linhas gerais, entre os anos considerados, observa-se um aumento no
valor médio do insumo entre os municipios indicando um aumento nos repas-
ses publicos para a Educacdo. Junto a isso, ha um aumento no desvio-padrao
dessa variavel indicando uma possivel desigualdade no volume de recursos
aplicados. Com relacdo as notas e as taxas de aprovagao, verifica-se um au-
mento no desempenho dos municipios, bem como uma redug¢io no desvio-
padrao dessa variavel.

No tocante aos fatores observaveis utilizados no célculo do escores de pro-
pensao, a Tabela 2 mostra a média de idade dos prefeitos presentes na amostra
e o percentual de representacdo na amostra de cada categoria de interesse para
o periodo das elei¢oes entre 2012 e 2016. O perfil da amostra utilizada para
a estimagao por PSW é caracterizado por gestores com uma média de idade
de quase 52 anos, com grande parte dos individuos homens e casados para
o ano de 2012. No entanto, em 2016 a um relativo aumento da participagao
feminina como ocupante do cargo de Prefeito. Além disso, em 2012 cerca de
44% dos prefeitos possuiam Ensino Superior, aumentando para pouco mais
de 50% em 2016. Em 2012, 19% dos prefeitos em primeiro mandato se can-
didataram a reeleicdo, percentual que se eleva para 65% em 2016. Quanto as
variaveis politicas em 2012, 17% eram filiados ao partido do Governador do
seu Estado, 20% ao PMDB, 11% ao PT, 13% ao PSDB e 5% ao PSB. Em 2016
os percentuais se alteram, sendo 21% de filiados ao partido do Governador do
seu Estado, e os filiados do PSDB e PSB aumentando suas participac¢des para
14% e 8%, respectivamente. Quanto aos filiados do PT e PMDB tiveram uma
queda em suas participag¢oes, passando para 10% e 17%, respectivamente.

As estatisticas descritivas das variaveis utilizadas na estimac¢ao do modelo



Tabela 3: Estatistica Descritiva das Variaveis empregadas nas analises do efeito da reeleicao

Amostra com Grupo de Controle 1

Amostra com Grupo de Controle 2

Variaveis Elei¢oes 2012 Elei¢oes 2016 Elei¢oes 2012 Elei¢oes 2016
Média DP Média DP Média DP Média DP

IDFM-Educag¢ao 0,71 0,12 0,77 0,11 0,72 0,12 0,76 0,11

PIB per capita 14672,89 17574,84 19626,32 2144598 15067,29 18724,97 19705,08 21555,1

Capital 0,29% 0,55% 0,58% 0,68%

Ensino Superior 45,37% 52,57% 47,2% 52,67%

Reeleicao 19,34% 64,8% 21,96% 76,88%

Partido do Governador 17,99% 21,05% 17,64% 22,24%

PMDB 19,16% 16,68% 22,08% 17,63%

PT 10,68% 9,72% 10% 9,82%

PSDB 13,89% 14,24% 14,57% 13,86%

PSB 5,59% 8,53% 5,4% 8,38%

Fonte: Elaboracao dos Autores a partir dos dados coletados.
Legenda: DP = Desvio-Padrao.
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final, nas duas amostras e considerando as elei¢oes de 2012 e 2016, estdo des-
critas na Tabela 3. A variavel IFDM-Educagio apresentou médias aproxima-
das para as duas abordagens no valor de cerca de 0,71 para o ano de 2012 e
0,76 para o ano de 2016, apresentando também uma elevagdo entre o periodo.
Uma vez que o indice IFDM-Educagdo varia entre zero e um, onde quanto
mais préximo de 1 maior o desenvolvimento da regido em termos educacio-
nais, acredita-se que em média os municipios possuem um desenvolvimento
educacional significativo.

Quanto ao PIB per capita, as médias e os desvios-padrdo dos municipios
entre as abordagens se diferenciam minimamente. No entanto, ha uma ele-
vacdo da média e do desvio-padrao entre os anos 2011 e 2015. Em ambos os
casos, o desvio-padrao se mostrou elevado, indicando uma dispersao dos va-
lores e revelando, portanto, as disparidades de atividade econdémica entre os
municipios brasileiros. Com relagao ao identificados das capitais, verifica-se
uma baixa participa¢do destas, pois o numero destas sdo extremamente me-
nores em relagao ao total de municipios. Verificou-se maior participa¢ao na
segunda abordagem. Ademais, destaque-se que grande parte das capitais esta
no grupo dos municipios candidatos a reeleicao.

Em relacgdo as variaveis de interesse, o percentual de prefeitos candidatos
a reeleicdo se diferenciam um pouco entre as abordagens, mas essa diferenca
¢ ainda maior entre os anos de elei¢do, indicando que na eleicdo de 2016 ha-
via mais candidatos do que na elei¢ao anterior. Com relagao as caracteristicas
politicas dos candidatos, se é filiado ao mesmo partido do Governador do seu
Estado e se ¢é filiado ao PT, PMDB, PSB ou PSDB apresentam perfis aproxi-
mados em se tratando de abordagens. No entanto, na comparagao entre os
anos, houve uma elevac¢do no percentual de Prefeitos que possuiam o mesmo
partido que o Governador do seu Estado e quanto aos partidos de filiacao. Por
outro lado, o PMDB e PT tiveram uma redugao na participa¢ao de Prefeitos li-
gados a esses partidos, ao passo que aumentou o numero de Prefeitos filiados
ao PSDB e PSB.

5 Resultados

Esta se¢ao contém os resultados estimados da relacdo entre eficiéncia dos gas-
tos em educacdo e candidatura. Primeiramente, é feita uma analise geral da
eficiéncia dos gastos publicos, mostrando o comportamento dos escores de
eficiéncia entre os municipios. Em seguida procede-se a apresentagao dos
resultados estimados, considerando cada um dos grupos de controle ja men-
cionados.

5.1 Analise da Eficiéncia dos Gastos Piblicos em Educacao

Para atender o objetivo de analisar os efeitos da candidatura a reelei¢do sobre
a eficiéncia dos gastos municipais em Educac¢do, partiu-se da construcao dos
escores de eficiéncia pelo DEA com orientacao a produto e considerando retor-
nos variaveis de escala (BBC), tendo em vista que os municipios possuem di-
mensodes distintas e podem apresentar rendimentos de escala variados. Como
insumo, empregou-se o volume de gastos com Educa¢ao por aluno. Como
produto considerou-se as notas da Prova Brasil de Matematica e Portugués e
a Taxa de Aprovacdo para os anos iniciais e finais, tanto para o ano de 2011
quanto para o ano de 2015.
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A Figura 1 apresenta a distribuicdo dos escores de eficiéncia dos munici-
pios brasileiros. Na primeira coluna estdo as eficiéncias para o ano de 2011 e
na segunda coluna estdo as eficiéncias para o ano de 2015, para as amostras
com cada grupo de controle. Observa-se que os niveis de eficiéncia estdo em
um intervalo entre 0.6 e 1. De todos os municipios considerados, aquele que
apresentar escore igual a 1 é considerado eficiente, sendo assim, um munici-
pio benchmark.

Figura 1: Escores de Eficiéncia dos Gastos Publicos em Educag¢ido dos Munici-
pios Brasileiros

2011 2015

Municipios Municipios

(a) GC 1: Prefeitos em Primeiro Man- (b) GC 1: Prefeitos em Primeiro Man-
dato Nao Candidatos dato Nao Candidatos

Municipios Municipios

(c) GC 2: Prefeitos em Segundo Man- (d) GC 2: Prefeitos em Segundo Man-
dato dato

Fonte: Elaboracao dos Autores a partir dos dados coletados.
Legenda: GC = Grupo de Controle

Pode-se destacar ainda que grande parte dos municipios estao no inter-
valo entre 0.9 e 1, ou seja, apresentaram escores menores que 1 e, portanto,
podem ser considerados fracamente ineficientes na aplicacdo dos seus recur-
sos em Educacdo. Por outro lado, o nimero de municipios benchmark chegou
a um total de 58 e 213 para a amostra contendo o grupo de controle 1, para os
anos de 2011 e 2015, respectivamente, e 72 e 155 municipios eficientes para o
mesmo periodo na amostra que contém o grupo de controle 2. Esses munici-
pios conseguiram obter um maior nivel de produto, ou seja, conseguiram um



Tabela 4: Distribuicao dos Produtos e do Gasto Publico por Nivel de Eficiéncia

o . Matematica ~ Matematica Portugueés Portugueés Tx. Aprov. Tx. Aprov. Despesa

Niveis de Eficiéncia Anos Iniciais  Anos Finais  Anos Iniciais  Anos Finais  Anos Iniciais  Anos Finais  Por Aluno
GC 1: Prefeitos em Primeiro Mandato Nao Candidatos
Variavel 2011
Ineficiéncia Moderada 182,84 229,58 166,6 221,98 75,62 66,28 3161,18
Ineficiéncia Fraca 208,35 246,62 187,53 237,3 91,98 84,1 4747,91
Eficiente 236,86 263,49 207,76 249,44 97,81 93,63 6056,13
Média Geral 207,43 245,97 186,71 236,64 91,13 83,24 4681,08
Variavel 2015
Ineficiéncia Moderada 189,78 235,65 176,69 231,61 76,6 68,01 3708,46
Ineficiéncia Fraca 215,59 250,11 202,14 245,61 92,98 85,04 5099,83
Eficiente 232,29 262,15 217,55 256 99,48 92,96 7122,74
Média Geral 215,75 250,35 202,24 245,77 92,86 84,98 5167,85
GC 2: Prefeitos em Segundo Mandato

Variavel 2011
Ineficiéncia Moderada 182,83 230,33 166,13 222,84 76,08 66,88 3154,82
Ineficiéncia Fraca 209,34 247,09 188,33 237,98 92,04 83,98 4722,44
Eficiente 235 263,2 207,37 251,92 98,88 93,36 6087,47
Média Geral 208,77 246,72 187,78 237,63 91,44 83,4 4683,85
Variavel 2015
Ineficiéncia Moderada 189,91 235,7 175,89 232,53 76,52 67,43 3615,46
Ineficiéncia Fraca 215,37 250,28 202,07 245,75 92,97 85,04 5074,78
Eficiente 234,25 263,3 219,1 257,5 99,65 92,72 7262,44
Média Geral 215,45 250,43 202,05 245,88 92,77 84,85 5130,02

Fonte: Elaboracao dos Autores a partir dos dados coletados.
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melhor desempenho nas notas de Portugués e Matematica e maiores Taxas de
Aprovacao na Prova Brasil, dado um nivel de recurso publico proporcional,
em comparacao com os demais municipios.

Em termos de niveis de eficiéncia, considera-se a seguinte classificacao: o
municipio k sera eficiente nos gastos em educagdo quando 6y = 1; municipios
com ineficiéncia fraca devem apresentar 0,8 < 6 < 1; quando 0,6 < 6, < 0,8
sao classificados como sendo de ineficiéncia moderada e, por fim, municipios
que apresentarem 6 < 0,6 sdo classificados como tendo ineficiéncia forte.

Seguindo essa classificagao, a Tabela 4 apresenta a distribui¢do dos produ-
tos (as notas de Matematica e Portugués e as Taxas de Aprovagdo nas séries
iniciais e finais) e do insumo (gasto publico com educacao por aluno) para
cada nivel de eficiéncia.

Observa-se na Tabela 4 que as médias das notas de Portugués e Matematica
e as taxas de aprovagao ampliam-se a medida que aumentam os intervalos de
eficiéncia. Portanto, aqueles municipios que sao ditos eficientes possuem de
fato melhores desempenhos nas disciplinas, tanto para anos iniciais quanto
para anos finais. O mesmo comportamento é observado para a variavel de
insumo, onde a medida que se aumenta o intervalo de eficiéncia maior tam-
bém serd a despesa com educacao por aluno. No entanto, a média tende a
ser aproximada entre os intervalos, sugerindo que o valor médio dos gastos
nao se amplia muito com o aumento do intervalo de eficiéncia. Dessa ma-
neira, conforme discutido anteriormente, os municipios eficientes sdo aqueles
que conseguem alinhar um bom resultado, aqui em termos de desempenho
educacional, dado o nivel de recurso aplicado.

5.2 Relacao entre Eficiéncia e Reeleicao

A estratégia empirica para estimar o efeito da candidatura a reeleigao conside-
rando o grupo de controle 1 (prefeitos em primeiro mandato nao candidatos a
reelei¢dao), conforme descrito na se¢do anterior, foi o pareamento baseado no
Propensity Score Weighting (PSW), no qual os escores de propensao ao trata-
mento sao utilizados como pesos amostrais na equagao de regressao.

A Tabela 5 mostra os coeficientes estimados do modelo logit, utilizado para
estimar os escores de propensao:

Os coeficientes da Tabela 5 mostram que com relacdo a idade os prefeitos
mais velhos tém uma menor propensao a tentarem um novo pleito, sendo o co-
eficiente significativo para 2012 e 2016. E possivel que com o passar da idade,
esses politicos possuam menos incentivos a enfrentarem as dificuldades de
uma nova administragdo. Prefeitos com ensino superior também aumentam
a chance de se candidatarem a reeleicdo em ambas as elei¢des, ao passo que
ser homem ou mulher nao impacta em tal probabilidade. Um maior nivel de
escolaridade pode estar associado a uma maior capacidade de gestao e de re-
conhecimento de problemas e gargalos nao resolvidos que uma nova gestao
poderia resolvé-los. Para prefeitos casados, houve um aumento da propensao
a concorrer a reeleicdo apenas em 2012.

O fato de o prefeito pertencer ao mesmo partido do governador do Estado
foi significativo apenas na eleicdo de 2016. O apoio de um ente superior,
manifestado por meio de parcerias em politicas publicas ao municipio pode
incentivar os prefeitos a continuarem nos mandatos. Em um contexto de crise
como em 2016, tal apoio pode ser mais importante ainda.
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Tabela 5: Estimacao do escore de propensao - Modelo logit

Variaveis Eleicoes Eleicoes
2012 2016
Idade -0,0238*** -0,0349***
(0,0049) (0,0031)
Sexo -0,2261 0,1163
(0,1413) (0,0966)
Ensino Superior 0,3336*** 0,1595*
(0,0910) (0,0645)
Casado 0,2359* 0,0722
(0,1117) (0,0759)
Mesmo Partido do Governador 0,0571 0,4770***
(0,1468) (0,0919)
PMDB -0,1346 0,0759
(0,1212) (0,0899)
PT 0,0447 -0,4270***
(0,1507) (0,1163)
PSDB -0,3059 0,0260
(0,1707) (0,1079)
PSB -0,4101 0,0180
(0,2311) (0,1229)
Constante -0,3009 2,1084***
(0,2800) (0,1923)
N 3225 4521

Nota: erro-padrao entre parénteses. *p < 0,05, *p < 0,01, *p <0,001.
Fonte: elaboragao propria a partir das estimagdes.

Pertencer ao mesmo partido presidente Temer nao teve efeito estatistica-
mente significativo. Ja o fato de pertencer ao PT reduziu a possibilidade de
um prefeito em primeiro mandato se candidatar novamente para o ano de
2016, possivelmente devido ao efeito do impeachment da presidente Dilma
Rousseff e queda de popularidade do partido. As dentncias de corrupgao e
os equivocos na gestao das finangas publicas durante o governo Dilma cul-
minaram no impeachment da presidente e na ocorréncia de uma severa crise
econdmica, afetando a imagem do partido junto aos eleitores e, portanto, fa-
zendo com que muitos prefeitos reavaliassem suas chances de se submeterem
a uma nova eleicdo. As dummies para o PSDB e PSB nao foram significativas
em nenhum dos anos. Ap0s estimar os coeficientes, é importante analisar o
poder preditivo do modelo de resposta binaria usado na estimagao do pro-
pensity score. A proporgao de casos corretamente previstos foi de 0,30. Com
relacdo as demais medidas de ajustamento, a sensibilidade foi de 97,37% in-
dicando que cerca de 98% dos candidatos a reeleicao sao corretamente iden-
tificados. A medida de especificidade mostra que 7,16% dos ndo candidatos
sdo corretamente identificados.

Os resultados sao apresentados nas duas primeiras colunas da Tabela 6,
cada qual com estimativas para as eleicoes de 2012 e 2016.

Importante lembrar que, como foi dito na introdugao e na se¢ao dos dados,
as variaveis tém como fonte, informacoes coletadas nos anos imediatamente
anteriores aos pleitos. Além disso, como os escores de eficiéncia foram calcu-
lados por um DEA orientado a produto, estes variam de 1 a oo, de maneira
que quanto mais préximo de 1, mais eficiente € o municipio. Ou seja, mu-
nicipios com maiores valores de escores apresentam maior ineficiéncia. Se,



Tabela 6: Efeito da Reelei¢ao sobre a Eficiéncia de Gastos em Educacdo

Amostra com Grupo de Controle 1 ~ Amostra com Grupo de Controle 2

Variaveis — — T -
Elei¢oes 2012 Elei¢des 2016 Elei¢oes 2012 Elei¢des 2016
Reelei¢ao 0,0027 -0,0007 0,0016 -0,0172***
(0,0055) (0,0040) (0,0052) (0,0047)
Capital 0,0447 0,0413 0,0305 0,0358
(0,0426) (0,0252) (0,0264) (0,0225)
Ln PIB per capita 0,0200*** 0,0167*** 0,0186"** 0,0170***
(0,0048) (0,0036) (0,0037) (0,0036)
IDFM-Educacao -0,8857*** -0,9733*** -0,8421*** -1,0284***
(0,0358) (0,0312) (0,0278) (0,0320)
Ensino Superior 0,0100 0,0137*** 0,0099* 0,0082*
(0,0055) (0,0040) (0,0045) (0,0041)
Partido do Governador -0,0025 0,0234*** -0,0033 0,0292***
(0,0087) (0,0057) (0,0071) (0,0053)
PMDB 0,0030 0,0056 0,0124* 0,0017
(0,0074) (0,0057) (0,0054) (0,0057)
PT 0,0082 -0,0118 0,0051 -0,0107
(0,0090) (0,0074) (0,0077) (0,0075)
PSDB 0,0041 -0,0255*** -0,0028 -0,0244***
(0,0105) (0,0074) (0,0081) (0,0074)
PSB 0,0393* 0,0233*** 0,0472*** 0,0194*
(0,0126) (0,0069) (0,0092) (0,0069)
Constante 1,4799*** 1,5836*** 1,4692*** 1,6349***
(0,0374) (0,0307) (0,0288) (0,0313)
N 2735 4023 2409 3391

Nota: erro-padrao entre parénteses. *p < 0,05, **p < 0,01, **p < 0,001.
Fonte: elaboragdo prépria a partir das estimagdes.
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por exemplo, uma determinada covariada apresenta sinal negativo, isso signi-
fica que ha uma redugdo no escore e, portanto, uma tendéncia de reducao da
ineficiéncia.

De acordo com as estimativas, a candidatura a reelei¢ao, tanto em 2012
quanto em 2016, nao afetou a eficiéncia dos gastos publicos do ano anterior a
eleicdo. Ou seja, em termos de eficiéncia na gestdo dos recursos, municipios
com prefeitos candidatos a reeleicdo nao apresentam diferencas estatistica-
mente significantes com relagdo a municipios cujos prefeitos ndo concorreram
novamente. A evidéncia encontrada nio corrobora a hipdtese de que prefeitos
candidatos a reeleicao tendem a gastar mais ou apresentam resultados de po-
litica publica melhores no seu primeiro mandato em comparacao com aqueles
que mesmo podendo nao concorreram novamente.

No tocante as variaveis de controle, considerando as duas elei¢oes, apre-
sentaram efeito estatisticamente significante o logaritmo do PIB per capita, o
nivel médio de educagao do municipio e se o partido do prefeito é o PSB. Além
disso, em ambas as elei¢Oes, essas varidveis apresentaram o mesmo sinal. Ja
considerando somente o pleito de 2016, apresentaram significancia estatis-
tica, além dessas mesmas variaveis, o fato de o prefeito ter ensino superior e
se este era do mesmo partido do governador do Estado.

O coeficiente do PIB per capita foi positivo indicando que municipios com
maior renda média apresentam os maiores escores e, portanto, se mostram
mais ineficientes. Esse resultado chama atencdo, pois espera-se que cidades
mais ricas tenham condi¢bes mais propicias para maximiza¢do dos seus re-
sultados. Por outro lado, por serem cidades, em geral, mais populosas e com
varios problemas sociais, como a violéncia e desigualdades sociais, demandam
politicas publicas mais complexas, as quais sdo mais dificeis de gerenciar. O
acesso mais facilitado aos recursos publicos também pode ser um fator que
ajuda a explicar a maior ineficiéncia dessas localidades, uma vez que estao
associadas a uma maior dificuldade em maximizar os resultados das politicas.

Com relagao ao nivel médio de educacao, o coeficiente foi negativo, in-
dicando que municipios cuja populagao apresenta maior nivel de educagao
média tendem a ser menos ineficientes. O nivel de educa¢dao médio da po-
pulacao ajuda a explicar parte do melhor desempenho desses municipios nos
testes de proficiéncia.

Quanto as variaveis politicas, ter um prefeito filiado ao PSB tende a au-
mentar a ineficiéncia no gerenciamento dos recursos publicos. Para as eleigdes
de 2016, municipios cujos prefeitos estavam filiados ao PSDB apresentaram
menor ineficiéncia comparativamente aos demais municipios. Esse resultado
pode ser explicado pelas diferencas ideoldgicas dos partidos quanto a gestao
publica e utilizagdo de um maior quantitativo de gastos, principalmente pelo
fato da queda de popularidade do PT e do histérico de antagonismo com o
PSDB.

Outro resultado mostrado considerando a candidatura em 2016 é que fa-
zer parte do mesmo partido do governador do estado é um fator que eleva
a ineficiéncia dos gastos em educacdo. Fazer parte do mesmo grupo politico
que governa o estado pode criar uma expectativa no prefeito de que as politi-
cas estaduais de educacdo beneficiem o seu municipio em maior grau. Assim,
é possivel que o gestor nao apresente tanto empenho em desenvolver politicas
locais.

Por fim, o fato de o prefeito ter nivel superior esta relacionado com maiores
niveis de ineficiéncia. Esse resultado diverge do consenso de que gestores mais
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escolarizados apresentam maior capacidade gerencial. Uma das possiveis ex-
plicacdes para esse resultado pode ser pelo fato de o gestor mais qualificado
conhecer caminhos alternativos para driblar amarras legais e dessa forma ter
um gasto que nao se traduz em resultado.

Na segunda amostra, o grupo de controle conta municipios cujos prefeitos
ja se encontravam em segundo mandato. Aqui, o coeficiente da variavel de tra-
tamento apresentou significancia estatistica para o pleito de 2016. Em compa-
racao com a amostra contendo os municipios do primeiro grupo de controle,
houve significdncia estatistica nas mesmas variaveis de controle e verificou-se
0s mesmos sinais nos coeficientes estimados.

O sinal negativo mostra que municipios com prefeitos em primeiro man-
dato candidatos a reeleicdo se mostraram menos ineficientes na gestdo dos
gastos em educagdo, comparativamente aqueles cujos prefeitos, em razio da
legislacao eleitoral, nao mais poderiam se reeleger.

Esse resultado chama atencao e é revelador da perda de capacidade geren-
cial que implica um segundo mandato. Conforme mostrado na introdugao,
dentre os resultados previstos a partir dessa abordagem, este se justifica pela
auséncia da possibilidade da candidatura; tomando por base os modelos de
reputacado, prefeitos em segundo mandato, em tese, ndo necessitam impulsi-
onar sua reputacgdo junto ao eleitorado, o que pode afetar a sua performance
na geracao de resultados educacionais. Em suma, para os municipios a expec-
tativa da reeleicao é benéfica ao reduzir a ineficiéncia dos gastos, no entanto,
efetivamente reeleger um prefeito tende a reverter esses beneficios.

As evidéncias encontradas parecem corroborar também as previsdes conti-
das nos modelos de reputagao descritos na se¢ao 2, nos quais os prefeitos que
desejam se reeleger tendem maximizar os resultados de suas politicas publi-
cas como maneira de melhorar sua reputacgao junto a populagao e, com isso,
aumentarem as chances de ganharem um segundo mandato.

6 Consideracées Finais

O impacto econoémico dos incentivos politicos eleitorais é tema recorrente na
literatura econdmica. A limitagdo dos mandatos eletivos, particularmente,
se mostra como um incentivo importante a tomada de decisdo por parte dos
agentes publicos, vez que esta afeta a funcao objetivo do gestor. Com base
nesse arcabouco, o objetivo do artigo foi investigar como a existéncia do dispo-
sitivo de reelei¢cdo no sistema eleitoral afeta a eficiéncia na gestdo dos gastos.
Para isso elegemos como variavel de tratamento se o municipio teve candi-
dato a reelei¢dao. Porém, com uma mesma variavel de tratamento, analisamos
o efeito da reelei¢ao em duas amostras, cada uma com um grupo de controle
diferente.

Na primeira o grupo de controle foi formado por municipios que tinham
prefeitos em primeiro mandato, porém que nao se candidataram novamente,
mesmo a legislacao permitindo a renovagao. Com essa abordagem tentamos
captar se a candidatura faz desses prefeitos mais eficientes em gerir recursos
do que aqueles que ndo quiseram se candidatar novamente, mesmo podendo
concorrer. Na segunda o grupo de controle foi formado por municipios com
prefeitos ja em segundo mandato. Aqui também se investigou como a candi-
datura afeta a eficiéncia, porém em comparacgido com um grupo de prefeitos
que ja se candidatou a reeleicdo no passado, ou seja, um grupo semelhante
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quanto ao desejo de concorrer, porém que ndo pode mais se reeleger. Também
procurou-se verificar o efeito candidatura, porém foi possivel obter respostas
sobre a eficiéncia de quem ja se reelegeu. Para a estimagdo da primeira abor-
dagem foi necessario parear os dois grupos de municipios quanto a probabi-
lidade de ter um prefeito em primeiro mandato candidato a reelei¢ao. Foram
calculados escores de propensao, que foram utilizados como ponderadores da
regressao principal.

Os resultados mostraram que nao ha diferenca de eficiéncia de gestao entre
prefeitos em primeiro mandato candidatos a reelei¢ao e prefeitos em primeiro
mandato ndo candidatos. Ja comparados com prefeitos que se encontravam
em segundo mandato, os prefeitos candidatos a reeleicdo se mostraram me-
nos ineficientes na gestao dos gastos em educa¢do. Em outras palavras, o que
esse resultado mostra é que permitir que os prefeitos se candidatem nova-
mente pode reduzir a ineficiéncia dos gastos durante o primeiro mandato. No
entanto, efetivamente reeleger esses prefeitos pode afetar seu empenho em
maximizar os resultados das politicas publicas no segundo mandato.

Desse modo, o dispositivo da reeleicao gera uma ambiguidade nos incen-
tivos aos administradores publicos quanto a capacidade gerencial. Isto ndo
significa necessariamente que o dispositivo da reeleicdo deva ser eliminado
do sistema eleitoral, pois os seus efeitos sobre a gestao publica envolvem uma
série de outras questdes complexas, como exposi¢do a corrupgao, fatores histo-
ricos e culturais intrinsecos a politica local, que podem ser melhor explorados
em anélises empiricas futuras. E necessério trazer ao debate a necessidade de
desenvolver outros mecanismos de incentivo que melhorem a qualidade da
gestdo durante todo o mandato, para além da politica partidaria. Sao eles:
disponibilizar instrumentos mais eficazes de accountability para que a popu-
lagao consiga acompanhar de forma mais transparente a gestao dos recursos,
melhorar os indicadores de resultado das politicas publicas, de maneira que
estes reflitam de forma mais fidedigna os reais beneficios e custos dessas po-
liticas (avaliacdo das politicas publicas com base em evidéncias empiricas ro-
bustas) e um trabalho de educacao junto a populagdo acerca da importancia
desses dispositivos. Discussdes sobre mecanismos de puni¢do também podem
ser importantes; auditorias que evitem manipulagdes e comportamento opor-
tunista, como por exemplo os sorteios de municipios a serem auditados pelo
Tribunal de Contas da Unido, podem gerar incentivos para uma melhor apli-
cacao dos recursos publicos, independente de se estar no primeiro ou segundo
mandato ou ser um candidato a reeleic¢do.
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Resumo

Este estudo visa verificar se o resultado de satde dos pacientes sub-
metidos a Artroplastia de Quadril sao melhores a medida que o hospital
realiza mais desse procedimento (efeito volume-resultado). As evidéncias
apontaram a existéncia desse efeito no setor hospitalar brasileiro. Explo-
rando a distribui¢ao geografica das residéncias dos pacientes e dos hospi-
tais como fonte de variagao exégena para o volume, foi identificado que o
efeito é resultado da hipétese de practice-makes-perfect, ocorrendo através
de ganhos estaticos de escala. Esse resultado sugere que uma politica que
visa um volume minimo por estabelecimento hospitalar pode conduzir a
melhores resultados de satde.

Palavras-chave: efeito volume-resultado; mortalidade hospitalar; econo-
mias de escala.

Abstract

This study’s objective was to verify if health outcomes of patients un-
dergoing hip replacement are better as a hospital performs more of this
procedure — the “volume-outcome effect” — in the Brazilian hospital sec-
tor. Evidence pointed to the existence of this effect in Brazil. Exploring
the geographical distribution of patients’ residences and hospitals’ loca-
tion as a source of exogenous variation for volume, we could identify that
the effect is a result of the practice-makes-perfect hypothesis, occurring
through static scale economies. This result suggests that a policy of estab-
lishing a minimum volume can lead to better health outcomes.
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1 Introduction

One of the central goals of health-sector policies is to improve the quality and
efficiency of health systems. According to data from the World Health Orga-
nization (WHO), between 5.7 and 8.4 million deaths per year are attributed
to poor quality healthcare in low- and middle-income countries. This inade-
quate quality represents high costs in terms of the lost productivity of health
services and affects the well-being of the population (panro, 2020).

Many policy initiatives are based on the idea that higher-volume health-
care providers can provide more effective results, that is, better quality (RAcHET-
JACQUET; GUTACKER; SICILIANI, 2021; sunD, 2010). Empirical evidence suggests
a correlation between the volume of a medical procedure performed in hos-
pitals and the health outcomes of treated patients!. Specifically, it is found
that hospitals with a large number of patients with specific diagnoses or pro-
cedures have lower mortality rates. This correlation is known in the literature
as the volume-outcome effect, which means that the quality of health services
improves as the number of patients increases and healthcare staff gets more
used to providing a certain treatment (the practice-makes-perfect hypothesis)
(LUFT; HUNT; MAERKI, 1987).

The practice-makes-perfect hypothesis rests on the notion that increased
experience results in more developed skills, and consequently, better results.
Thus, hospitals that care for many patients with a specific condition develop
better skills in treating that condition, leading to better outcomes. At the same
time, the selective referral hypothesis emerges from the possibility of patients
choosing (or being referred by their physicians) hospitals or specialists with
better results. Although it is unlikely that patients have information about
the quality of hospitals or specialists, it is possible that their physicians have
some knowledge in this regard, mainly based on the results of previously re-
ferred patients. Furthermore, even if majority patients seek care at the nearest
hospital or make their choices regardless of perceived outcomes, a minority
seeking the “best physician in town” will result in a pattern of selective refer-
ral for specific diagnoses or procedures. In other words, hospitals with better
results will have a higher volume than expected (LUFT; HUNT; MAERKI, 1987).

Identifying causality is important for implementing public policies related
to improving the quality and efficiency of hospitals. If we find that volume
leads to better results, concentration of procedures in a small number of hos-
pitals will be indicated. Hospitals that specialize in performing one or fewer
procedures may have the benefit of producing better results. Otherwise, if
causality goes from results to volume, these issues become irrelevant (GAYNOR;
SEIDER; VOGT, 2005).

The Brazilian hospital system is an interesting case for this analysis. Most
hospitals in the country are considered inefficient and of low quality? (BoTEGA;

ISee, for example, Luft, Bunker, and Enthoven (1979), Luft, Hunt, and Maerki (1987), Han-
nan et al. (1992), Ho (2000, 2002), Gaynor, Seider, and Vogt (2005), Kahn, Have, and Iwashyna
(2009), Braun (2014), Hentschker and Mennicken (2014, 2015), Birkmeyer et al. (2002), and
Gowrisankaran, Ho, and Town (2008). However, LaPar et al. (2012) found no evidence that vol-
ume is a good predictor of mortality and, therefore, should not be used as a proxy for surgical
quality. Meanwhile, Reames et al. (2014) highlighted that, even with the advances achieved in
terms of safety of the surgical process in recent years, volume remains a good proxy for quality,
especially for high-risk procedures performed less frequently.

2According to the most recent study, Botega, Andrade, and Guedes (2020), Brazil’s hospital ef-
ficiency score is 0.59, below the average score of Organisation for Economic Co-operation and
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ANDRADE; GUEDES, 2020; LA FORGIA; COUTTOLENC, 2008). This high rate of ineffi-
ciency is not a regional phenomenon; it is observed in all states of the country
and is mainly associated with the small size of Brazilian hospitals (BOTEGA;
ANDRADE; GUEDES, 2020). According to La Forgia and Couttolenc (2008), most
Brazilian hospitals are small, with fewer than 50 beds (about 60%). Despite
being important for the decentralization of services, these small hospitals face
barriers that impede them from reaching scale and making their management
difficult. In contrast, larger hospitals have superior performance resulting
from higher volume of care and lower uncertainty regarding the provision of
resources (BOTEGA; ANDRADE; GUEDES, 2020; Ramos et al., 2015). Some evidence
in the international literature, following the logic of economies of scale and
scope, suggests that the ideal size of a hospital is 100-450 beds (posnerT, 1997;
SALTMAN; FIGUERAS, 1997). Therefore, the small size of most hospitals in Brazil
can have important implications in terms of quality and scale of efficiency.

However, the volume-outcome effect has not received much attention in
Brazil, given the relatively small number of studies that address this topic in
the country®. In a systematic review of the literature on the effectiveness of
care in the Brazilian hospital sector between 1990 and 2011, only six studies
considered the number of procedures in their analyses4 (MACHADO; MARTINS;
MARTINS, 2013).

Although these studies make important contributions to the literature that
investigates the volume-outcome effect, all of them have an essential lim-
itation: they do not look at the relationship from a causal point of view.
These studies do not differentiate between the hypotheses of “practice-makes-
perfect” and “selective referral,” which is crucial for the formulation of public
policies. The concentration of procedures in a smaller number of hospitals
with the objective of enhancing the results will make sense only if it is pos-
sible to isolate the hypothesis of “practice-makes-perfect”. In view of these
methodological limitations, combined with a hospital sector characterized by
small establishments, it seems opportune to conduct studies that seek to in-
vestigate possible gains of scale in this sector.

This study aims to investigate the volume-outcome effect in the Brazilian
hospital sector for the hip arthroplasty procedure in the period 2008-2014.
Hip arthroplasty is a surgical procedure that involves replacing an injured
natural hip with another prosthetic hip. Despite being an elective surgery
that is reasonably safe and performed in relatively healthy individuals, there
is a risk that the patient may develop venous thrombosis, pulmonary em-
bolism, or even surgical site infection (cassoNE et al., 2002; ERCOLE; CHIANCA,
2002; LENzaA et al., 2013; PEREIRA et al., 2014). Given these possible surgical
complications, perioperative care is of paramount importance and is directly
related to the quality of hospital care, which makes hip arthroplasty, an out-
come widely used in the international literature, an appropriate measure for
the study.

It is worth mentioning that this study advances the national literature in at
least three aspects. First, it investigates the volume-outcome effect for a pro-

Development (OECD) countries, which ranges from 0.77 to 0.82.

3See, for example, Noronha et al. (2003), Martins, Blais, and Leite (2004), Ribeiro et al. (2006),
Godoy et al. (2007), Piegas, Bittar, and Haddad (2009), Gomes et al. (2010), and Piegas and Had-
dad (2011).

4Noronha et al. (2003), Martins, Blais, and Leite (2004), Godoy et al. (2007), Piegas, Bittar, and
Haddad (2009), Gomes et al. (2010), and Piegas and Haddad (2011).
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cedure that, to the best of our knowledge, has not yet been studied in Brazil.
With the demographic transition process in Brazil, which began in 1970, the
number of elderly people is expected to exceed that of children and teenagers
in 2050 by more than 38 million (BRASIL — MINISTERIO DA SAUDE, 2010). With
advancing age, individuals become more susceptible to illnesses and func-
tional limitations (MesqQuira et al., 2009). Fractures of the femoral neck are
among the diseases that most affect the elderly. These fractures are one of the
most common causes of hospitalization among the elderly and deserve atten-
tion not only for their frequency but also for their severity because they have
a comparatively high mortality rate (MesqQuira et al., 2009). Second, it seeks
to analyze the relationship from a causal perspective, differentiating the hy-
potheses of practice-makes-perfect from selective referral, which is indispens-
able for the formulation of public policies that aim to improve the quality of
hospital care in Brazil. Finally, we seek to verify whether the volume-outcome
effect occurs due to static scale gains or through learning-by-doing. As high-
lighted by Gaynor, Seider, and Vogt (2005), if scale gains are observed, it does
not matter much in which hospitals the procedures are concentrated because
an increase in the volume of any hospital implies better results. In the case
of learning-by-doing, reallocation of volume from one hospital to another can
imply the loss of experience accumulated in the hospital that lost volume. In
this case, concentrating volume in a hospital can reduce the net benefit.

To achieve this objective, we used an instrumental variable approach to ex-
plore the geographic distribution of patients’ homes and hospitals as sources
of exogenous variation in volume. Through this analysis, we were able to
identify the existence of a volume-outcome effect for hip arthroplasty in the
Brazilian hospital sector, and that this effect is a result of the practice-makes-
perfect hypothesis and occurs through static gains of scale.

In addition to this introduction, this paper has four sections. Section 2
presents a review of the literature relevant to the topic, both international
and national. Section 3 presents the data and methodology used to achieve
the proposed objectives. In Section 4, the results are presented and discussed,
and Section 5 concludes the paper.

2 Literature review

Halm, Lee, and Chassin (2002) analyzed 135 studies in a systematic review
of the literature and concluded that the volume-outcome effect is found for
a wide range of procedures and conditions; however, the magnitude of the
association varies considerably. Many studies, due to their methodological
limitations, emphasize that the implications of results, in clinical terms and
in terms of the implementation of public policies aimed at the hospital sector,
become complicated. Scholars also pointed out that differences in the case
mix and service processes between providers with high and low volumes may
explain part of the observed relationship.

In Table A.1 in the Appendix A, we present some studies that seek to ana-
lyze the volume-outcome effect, both internationally and nationally. Regard-
ing international literature, despite the fact that it is heterogeneous in terms of
methods and procedures and/or conditions investigated, it is clear that most
studies focus on the hospital sector in the United States of America (USA). Ex-
ceptions are the studies by Braun (2014), Hentschker and Mennicken (2014,
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2015), Kaier et al. (2018), Avdic, Lundborg, and Vikstrom (2019), and Rachet-
Jacquet, Gutacker, and Siciliani (2021). Another important characteristic of
this literature is that most studies seek to deal with both the hypotheses:
practice-makes-perfect and selective referral.

Gaynor, Seider, and Vogt (2005) sought to verify whether the effect of vol-
ume on results is mainly contemporary — the result of static economies of scale
— or occurs via lags under the hypothesis of learning-by-doing. Their study
focused on a specific procedure, myocardial revascularization surgery (MRS).
Using data from California for the period 1983-1999, this study showed that
the direction of causality goes mainly from volume to result and that the effect
is a function mostly of economies of scale.

Braun (2014) sought to verify this relationship in the context of the Na-
tional Health Service in Portugal. Considering hospital discharges from 2001
to 2008, this study’s results showed evidence favorable to the volume-outcome
effect for seven of the 21 homogeneous diagnosis groups (HDG) investigated
at the hospital level and for 10 GDH at the patient level. Their evidence,
as well as that of Gaynor, Seider, and Vogt (2005), show the impact of static
economies of scale, with few results suggesting the existence of learning-by-
doing. Avdic, Lundborg, and Vikstrom (2019) also found a positive rela-
tionship between volume and survival in more than 100,000 patients, who
underwent surgery for advanced cancer in Sweden in the period 1998-2007;
however the study found evidence that the relationship occurs through the
learning-by-doing hypothesis.

Unlike previous studies, Rachet-Jacquet, Gutacker, and Siciliani (2021)
did not find causal evidence for the existence of the volume-outcome effect.
This study analyzed the data of 105,229 patients undergoing hip replacement
surgery in England and found evidence of only a positive association between
volume and better health outcomes; however, when analyzing the relation-
ship from a causal perspective, the effect became statistically non-significant.

In Brazil, the topic has received little attention given the small number of
studies that relate the quality of care to the volume of procedures (Table A.1
in the Appendix A). Machado, Martins, and Martins (2013) showed 32 stud-
ies that analyzed the effectiveness of care in Brazilian hospitals, and of these
studies, only six seek to consider the volume of procedures in their analyses.

Similar to Gaynor, Seider, and Vogt (2005), Noronha et al. (2003) sought
to highlight the relationship considering MRS. These studies considered MRS
financed by the Unified Health System (SUS) from 1996 to 1999. Further,
these studies emphasized that they considered only a certain type of MRS
carried out in the country, as they did not include procedures financed by
private health plans or those paid with resources of patients themselves. The
results showed that the risk of death decreases considerably as the number of
procedures increases.

Other studies, despite not having the main objective of analysis, ended up
relating the volume of procedures to health results achieved by patients.Mar-
tins, Blais, and Leite (2004) sought to assess hospital performance by focusing
on two dimensions associated with hospital production: effectiveness of care
(measured by mortality) and technical efficiency (measured by the length of
stay). Specifically, these scholars sought to verify whether there are variations
in such dimensions when considering different legal natures, namely public
and private. They employed a multilevel logistics model in a two-level hi-
erarchical structure, in which the first corresponded to hospitalizations and
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the second to hospitals. They emphasized that the model was chosen due to
the lack of independence between the observations because patients treated
in the same hospital share common characteristics, using, in addition to other
hospital-related variables, the volume of cases as a control. Their evidence
suggested that the volume of procedures does not have a statistically signifi-
cant effect on either mortality or the length of stay.

Godoy et al. (2007) analyzed the lethality of SUS-funded coronary angio-
plasty in the state of Rio de Janeiro and showed that the lowest gross lethal-
ity rates were concentrated in hospitals with a higher volume of procedures.
However, when adjusting for sex, age, and diagnostic groups, the magnitude
of the inverse case-fatality-volume effect reduced considerably.

Gomes et al. (2010) sought to verify the factors associated with hospital
mortality in the SUS network in Rio Grande do Sul, also applying a multilevel
logistics model. These scholars found no evidence that the volume of proce-
dures has an effect on mortality, stressing that this result may reflect the fact
that their study assessed hospital mortality globally, while the volume is more
relevant for the analysis of mortality for specific causes.

Another study that addressed the relationship between the volume of pro-
cedures and patient outcomes is Piegas and Haddad (2011), who studied per-
cutaneous coronary interventions performed under SUS funding. These schol-
ars found no evidence of an association between volume and mortality. How-
ever, Piegas, Bittar, and Haddad (2009) showed that mortality after MRS is
higher in low-volume hospitals.

Although studies carried out in Brazil have made important contributions
to the literature on the volume-outcome effect, they have some methodologi-
cal limitations. For example, only Martins, Blais, and Leite (2004) and Godoy
et al. (2007) addressed the problem of dependence between observations. Pie-
gas, Bittar, and Haddad (2009) and Piegas and Haddad (2011) related mortal-
ity and volume without controlling for characteristics, such as sex, age, and
character of care. However, the biggest limitation of these studies is not that
they did not differentiate between the hypotheses of “practice-makes-perfect”
and “selective referral,” which is crucial for the formulation of public policies.
The indication of concentration of procedures with the objective of enhancing
the results will only be supported if it is possible to isolate the hypothesis of
“practice-makes-perfect.”

3 Data and Methodology

3.1 Data

The procedure studied in this study (hip arthroplasty) is the surgical inter-
vention that consists of “...replacement of the biological hip joint with inor-
ganic metallic or polyethylene joint components...” (BRASIL — MINISTERIO DA
SAUDE, 2016). The procedure is mainly used for coxarthrosis, which involves
wear and tear of the hip cartilage. To analyze the effect of volume on the re-
sults of this procedure, the data from the Hospital Information System (SIH),
supplied by the Hospital Admission Authorizations (AIH), as well as by the
National Registry of Health Establishments (CNES) and the Unified Health
System (SUS), for the period 2008-2014 was used”.

5In some cases, data from 2004 to 2007 were used to calculate lagged volumes. The period
chosen is justified by the availability of georeferencing data, which were used to construct the
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SIH and SUS do not have universal coverage, which means data from these
institutions are available for only those procedures financed by them, as they
do not have data for all procedures performed in hospitals. However, Piegas
and Haddad (2011) pointed out that, for some procedures, these institutions
cover approximately 80% of hospital admissions performed in Brazil.

ATIH is issued for the reimbursement of expenses incurred during hospi-
talization. Each hospitalization is classified according to the SUS procedure
table. The SUS table underwent changes in the coding of procedures in 2008.
Therefore, the codes of the two versions of the table were considered. Table 1
presents the hip arthroplasty codes for the two versions of the SUS table.

Some restrictions were imposed on the sample: 1) only hospitals that per-
formed at least 10 procedures in the year were considered®; 2) only patients
whose health results at the time of getting discharged could be obtained were
considered, that is, only patients who were discharged, cured/improved, or
who died”; and 3) only individuals aged 50 years and above were considered,
as the procedure tends to occur in older adults (RACHET-JACQUET; GUTACKER;
SICILIANT, 2021).

AlHs have information about patient characteristics, such as age, sex, main
diagnosis, length of stay, date of admission and discharge from the hospital,
hospital discharge status, character of care, days of intensive care unit (ICU)
stay, and zip code. Based on the AIHs, it is possible to calculate the total
number of patients (SUS) treated by a hospital and the average length of stay
of these patients for each year. CNES allows obtaining information about the
characteristics of hospitals, including the number of beds, ownership (public,
private, or philanthropic), whether it conducts teaching activities, and the zip
code where it is located.

The quality indicator used was in-hospital mortality during hospitaliza-
tion. The Agency for Healthcare Research and Quality (aHrRQ, 2007) highlights
mortality as a valid indicator for assessing the difference in quality between
hospitals. In-hospital mortality is the outcome most commonly used in the lit-
erature to investigate the volume-outcome effect (HALM; LEE; cHASSIN, 2002).
Despite its wide use, it is important to highlight that this outcome has limi-
tations, the greatest of which is that it may reflect the health status prior to a
patient’s admission into a hospital.

The key variable in the estimated models is the volume of procedures per-
formed by a hospital in a given year. AHRQ (2007) highlighted that volume
indicators are proxies or valid indirect measures of the quality of hospital
care, as evidence suggests that hospitals that perform a greater number of
intensive, high-technology, or complex procedures have better results. The
volume of procedures is defined as the number of times a hospital performs
a certain procedure in a given period. Therefore, for calculating volume, all
patients who underwent hip arthroplasty were considered, as all procedures
performed, regardless of the outcome, contributed to gains in scale and/or

instruments. However, it is believed that the period used does not affect the relationship studied
over time.

6Gaynor, Seider, and Vogt (2005) and Hentschker and Mennicken (2015) employed a similar
strategy. Only those hospitals that performed a minimum number of procedures in a year were
considered, while those hospitals that performed procedures without minimum infrastructure
were excluded.

71t was not possible to infer the health outcome of approximately 3% of patients at the time of
getting discharged from hospitals.



Table 1: Procedure analyzed

SUS procedures table

Procedure Name Code
<2008 >2008
Hip arthroplasty (unconventional) 39029123 408040041
Partial hip arthroplasty 39003124 408040050
Conversion total hip arthroplasty 39026124 408040068
Hip Arthroplasty (HA) Revision arthroplasty or hip reconstruction 39025128 408040076
39027120
Cemented primary total hip arthroplasty 39018121 408040084
Cementless/hybrid primary total hip arthroplasty 39016129 408040092

Source: Author’s elaboration based on Brasil — Ministério da Satude (2017)
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learning-by-doing. Furthermore, the proportion of patients that were not dis-
charged or died was only 3.63% of the total®.

The choice of controls followed the literature, covering individual charac-
teristics such as age, sex, urgency, the Charlson comorbidity index, which cat-
egorically measures the severity of the comorbidity”, and whether the hospi-
talization was in an ICU. Hospital controls were employed, for example, based
on their size, such as the number of beds and patients served. Furthermore,
considering possible regional inequalities in the patient’s place of residence
that may affect the outcome, controls such as state dummies, municipal gross
domestic product (GDP) per capita, and some health infrastructure variables
were considered. The instruments!® were measured by two variables, poten-
tial patient (the number of patients residing within 10 km of a hospital) and
the number of other hospitals (number of hospitals within a radius of up to
30 km of a hospital)!!. Table 2 provides a more detailed description of the
variables. The data source is (SIH), except for the municipal GDP per capita
variable, for which the data was obtained from IBGE (primary source) and
DATASUS.

Table 3 presents the descriptive statistics for patients and hospitals. Ap-
proximately 3% patients died during their hospital stay. The mean age of
patients was 72 years and the majority (61.19%) were women. Almost 60%
patients were hospitalized on an emergency basis. Moreover, a vast major-
ity of patients had a CCI equal to zero, and just over 20% of them had to be
admitted to an ICU.

Regarding the characteristics of the hospitals, it was observed that the av-
erage volume of procedures increased over time, rising from 34 in ¢ — 4 (four
years before the year in question, e.g., for the year 2008, t — 4 refers to the
year 2004) to 44 in t (refers to the year in question, which can be from 2008
to 2014). Approximately 35% hospitals conducted teaching activities, while
13.34% were run by private organizations for profit. For parameters such as
annual number of beds in a hospital, patients treated by a hospital, patients
within a radius of 10 km from a hospital, hospitals within a radius of 30 kms
from a hospital, average annual length of stay in a hospital (in days), the av-
erage stood at 221, 8089, 70, 5, and 5, respectively”.

3.2 Empirical Strategy

In the empirical analysis, a probit model is used, in which y;,,; is a binary
variable that indicates whether patient i, admitted to hospital / in municipal-
ity m in year ¢, died (;p; = 1) or not (y;p,,,; = 0) after hip arthroplasty. Thus,
the following equation is estimated:

8In any case, alternative estimates were performed, considering only discharge and death when
calculating the volume, and the results were qualitatively identical. They are available upon
request.

9The Charlson Comorbidity Index (CCI) is composed of 20 clinical conditions, which are
weighted from 1 to 6 according to the risk of death and the severity of the disease, and then
added together to compose the total ICC score. For more details see Charlson et al. (1987).
10The starting point for the creation of the instruments was to georeference the zip codes of resi-
dence of patients and hospitals, and later calculate the distance between them with the command
of Stata “geonear,” and finally, add the number of patients and hospitals within a certain radius
of distance from each hospital.

! The number of patients and other hospitals are computed considering the database of this
study, all SUS procedures related to hip arthroplasty.

12These numbers correspond to the overall mean at the hospital level.



Table 2: Description variable

Variables Description
Outcome

Death Binary variable that is equal to 1 if a patient dies after performing the procedure.

Individual characteristics
Age Patient age in years.
Sex Binary variable that is equal to 1 when a patient is female.
Urgency Binary variable that is equal to 1 when a patient is admitted on an emergency basis.
CCI Categorical variable ranging from 0 to 6 according to the severity of a patient’s comorbidity.
Use of ICU Binary variable that is equal to 1 if a patient is admitted to an ICU.

Variable of interest

Volume Continuous variable that indicates the number of patients who underwent hip arthroplasty procedure in a

hospital in a year.

Carry out teaching activity
Private (for profit)
Number of beds

Number of patients treated
Average length of stay

Hospital controls
Binary variable that is equal to 1 when a hospital carries out teaching activities.
Binary variable that is equal to 1 when a hospital is run by a private organization for profit.
Continuous variable that indicates the number of beds a hospital has in a year.
Continuous variable that indicates the total number of patients seen by a hospital in a year.
Continuous variable that indicates the average length of stay of patients in a hospital in a year.

Number of patients (0 to 10 km)

Number of hospitals (0 to 30 km)

Instruments
Continuous variable that indicates the number of patients residing within a radius of 0 to 10 kilometers
from a hospital.
Continuous variable that indicates the number of hospitals within a radius of 0 to 30 kilometers from a
hospital in the year.

FU of location
GDP per capita

Number of orthopedists/traumatologists
Number of doctors

Number of diagnostic imaging devices

Controls of the individual’s region of residence
Binary variables that indicate the Federation Unit (FU) where a hospital is located.
Continuous variable that indicates the real GDP per capita of the municipality where a patient resides in a
year.
Continuous variable that indicates the number of orthopedists/traumatologists per thousand inhabitants
in the municipality where a patient resides in a year.
Continuous variable that indicates the number of doctors per thousand inhabitants in the municipality
where a patient resides in a year.
Continuous variable that indicates the number of diagnostic imaging devices in the municipality where a
patient resides in a year.

Time FE

Year dummies
Binary variables that indicate the year in which a procedure was performed.

Source: Author’s elaboration with information from Brasil — Ministério da Saude (2017)
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Table 3: Descriptive statistics (2008-2014)

Mean S.E. Min. Max.
Patient (N = 108,376)
Death 0.0350 0.1839 0 1
Age 72 11 50 113
Women 0.6119 0.4873 0 1
Urgency 0.5950 0.4909 0 1
CCI 0.9984 0.0396 0 1
0 0 1
1 0.0012 0.0346 0 1
2 0.0003 0.0166 0 1
6 0.0001 0.0096 0 1
ICU use 0.2207 0.4147 0 1
Hospital (Hospitals = 630; N = 2,504)
Volume 44 54 10 938
Volume (t—1) 41 52 0 608
Volume (t —2) 38 49 0 546
Volume (¢ —3) 36 48 0 565
Volume (t —4) 34 48 0 546
Carry out teaching activity 0.3498 0.4770 0 1
Private (for profit) 0.1334 0.3401 0 1
Number of beds 221 184 18 1.980
Number of patients treated 8.089 6.224 191 51.631
Average length of stay (in days) 5 2 1 19
Number of patients (0 to 10 km) 70 109 0 651
Number of hospitals (0 to 30 km) 5 10 0 47
(

Source: Author’s elaboration based on Brasil — Ministério da Saude (2017)

7 7 ’ 7
y;hmt = ﬁO + ﬁl VVOlhmt + xihmtﬁZ + fhmtﬁl': + mmtﬁ4 + yeartﬁS + €ihmt (1)
Yihmt = l[y;hmt > O]r

where p7, . is an unobserved latent variable that indicates whether the pa-

tient died in hospital; Vol is the square root of the volumel!3; x is a vector
of patient characteristics (age, sex, and character of care [urgency = 1], ICU
utilization, and CCI); f are characteristics of the hospital (number of beds,
teaching activity, number of patients treated, average length of stay, and FU
of location); m are characteristics of the municipality in which the patient re-
sides (GDP per capita, number of orthopedists/traumatologists per thousand
inhabitants, number of doctors per thousand inhabitants, and number of di-
agnostic imaging devices per thousand inhabitants); and year is dummy of
the year. fy and f; are coefficients, while f,, 83, f4 and B5 are vectors of the
parameters to be estimated. Finally, € is the normally distributed error term.
It is necessary to note that the standard errors are clustered at the hospital
level, as the estimated model presents aggregated variables at the hospital
level. In this case, the hypothesis of independence between the observations
is replaced by the hypothesis of independence between the clusters, that is,
hospitals (Braun, 2014).

13The model specification with the square root of volume is used due to the expectation that the
impact of volume will decrease as the number of procedures performed in a hospital increases
(GAYNOR; SEIDER; VOGT, 2005; GOWRISANKARAN; HO; TOWN, 2008)
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Estimates based on equation (1) do not allow differentiation between practice-
makes-perfect and selective referral hypotheses. As the objective of this study
is to focus on the first hypothesis, it is necessary to discount the potential bias
due to the selective referral problem from the total effect.

Studies have considered the geographic distribution of patients treated
as a source of exogenous variation to deal with this problem (GAy~NOR; sEI-
DER; VOGT, 2005; HENTSCHKER; MENNICKEN, 2014, 2018; SEIDER; GAYNOR; VOGT,
2004; GOWRISANKARAN; HO; TOWN, 2008). To constitute a valid source of ex-
ogenous variation, this instrumental variable (Z) must be highly correlated
with volume (cov(vVvolyui, Zimi) = 0) and uncorrelated with the error term
(cov(Vvolpms €inmt) = 0). Generally, patients choose hospitals close to their
homes (SEIDER; GAYNOR; voGT, 2004). In this sense, the greater the distance
between a hospital and patient’s residence, the lower the probability that the
hospital will be chosen. Likewise, the greater the number of other hospitals
close to a patient’s home that offer the same procedure, the less likely they will
choose a particular hospital”. Given this observation, we can assume that the
volume of a hospital depends on the number of potential patients and that of
nearby hospitals offering the same service.

Hentschker and Mennicken (2014) emphasized that the number of poten-
tial patients and distance from each patient’s home to a hospital should not
have a direct influence on the quality of treatment. Patient homes can be
considered exogenous to the quality of a hospital, as patients are unlikely to
choose where to live based on the quality of care at nearby hospitals. How-
ever, other factors, such as income, may be correlated with patients’ place of
residence and hospital outcomes. In this sense, we believe that the controls of
the municipality where a patient resides can capture these differences.

Thus, the observed volume of a hospital can be written as a function of the
number of potential patients (p) within a given radius of hospital h as well
as the number of other hospitals close (h) to the same hospital h that offer the
same procedure within a certain radius, as highlighted by Seider, Gaynor, and
Vogt (2004).

In this way, the equation for the observed volume can be written as:

VVOlipmt = @+ a1 Pms + Aoy + X, 03+ fi @+ My a5 +year g+ €pye (2)

Equations (1) and (2) will be jointly estimated using the maximum likeli-
hood through an ivprobit!>. Once the exogeneity of the volume is evidenced,
that is, once it is verified that the correlation observed between the volume
and the outcome of patients is due to the practice-makes-perfect hypothe-
sis, the model will be specified to verify whether this is the result of static
economies of scale or learning-by-doing.

To verify the learning-by-doing hypothesis, the econometric model speci-
fication includes the volume of previous years, following Gaynor, Seider, and

141t would be ideal to build the instrument taking into account the transport infrastructure and
ease of access to a hospital. The presence of a subway or bus station close to an individual’s resi-
dence, for example, can facilitate access to a hospital, even if the geographic distance is consider-
able. However, a patient who is geographically close to a hospital may have greater difficulty in
accessing it, if the location where he or she lives does not have adequate transport infrastructure.
Unfortunately, it is not possible to consider these factors in the construction of our instrument.
15For more details, see www. stata.com/manuals13/rivprobit.pdf
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Vogt (2005). Although the use of volume from previous years in a disaggre-
gated way may imply problems of multicollinearity, such a strategy allows us
to consider the impact of the volume of each previous year differently, which
is not possible by considering the accumulated volume of previous years, as
was done by Braun (2014) and Ho (2002). Thus, the equation to be estimated
is

4
7 ’ ’
y;hmt =Yoo+ 71V VOlhmt + ZQT VVOlhmt—T + Xipme V2 t fhmt7/3 +tyear Y4+ Hinme
=1

Yihmt = 1[y;hmt > 0],
(3)

The hypotheses to be tested are as follows: (1) the existence of static econo-
mies of scale, that is, the coefficient of the volume variable is negative and
statistically significant, and the coefficients of the lagged volume variables
are equal to zero; and (2) the existence of learning-by-doing, in which case
the coefficient of the volume variable is less than or equal to zero and that of
the lagged volume variable is less than zero and statistically significant for the
previous year.

4 Results

Initially, we analyzed the association between volume and probability of death
without considering the endogeneity of the variable of interest. These results
are presented in Table 4 based on the average marginal effect of the square
root of volume. Models (1) to (4) show the results of the probit models with
different specifications. In Model (1), in addition to the square root of vol-
ume, a year-fixed effect (FE) is included. Model (2) includes patient character-
istics (age, sex, urgency, ICU use, and CCI). Model (3) also includes hospital
characteristics (whether it conducts teaching activities, whether it is private,
the number of beds, the number of patients treated, the average length of
stay, and the FU of location). Finally, Model (4) also includes the character-
istics of the municipality in which patients reside (GDP per capita, number
of orthopedists/traumatologists per thousand inhabitants, number of doctors
per thousand inhabitants, and number of diagnostic imaging equipment per
thousand inhabitants).

The results of the four estimated models showed a significant negative
correlation between procedure volume and patient outcome (p < 0.01). In
other words, patients treated in hospitals with a high volume of procedures
are less likely to die, a result that remains significant, even after controlling
for patient and hospital characteristics. However, it should be noted that the
inclusion of patient controls substantially reduced the effect of volume on
the probability of death. The fact that the volume square root coefficient re-
duced in magnitude when we controlled for patient characteristics indicates
that these characteristics are correlated with the volume of procedures and
unevenly distributed among hospitals with different volumes.

Other studies that investigated the volume-outcome effect for hip arthro-
plasty (hip replacement) or hip fracture found results that corroborated the
existence of this relationship. Hentschker and Mennicken (2014, 2015, 2018),
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Table 4: Average marginal effects of the probit model - Hip Arthroplasty

Variables (1) (2) (3) (4)
Volume (square root) —0.0016"** —-0.0008"** —0.0009*** —0.0009""*
(0.0002) (0.0003) (0.0002) (0.0002)
Observations 108,376 108,376 108,376 108,376
Number of hospitals 630 630 630 630
Time FE YES YES YES YES
Patient controls NO YES YES YES
Hospital controls NO NO YES YES
Region controls NO NO NO YES

Notes: Cluster-robust hospital-level standard errors in parentheses. For details on
variables, see Table 2. Model (1) includes, in addition to volume, a year FE. In Model
(2), the characteristics of patients are included. In Model (3), hospital controls are
included. Model (4) includes controls for a patient’s home region. **p < 0.01, **p < 0.05,
and *p <0.1.

Source: Author’s elaboration with information from Brasil — Ministério da Saade (2017).

for example, showed the existence of a volume-outcome effect in Germany
for hip fractures using different methodologies. Luft, Bunker, and Enthoven
(1979) showed the volume outcome effect for total hip arthroplasty in the
USA.

However, the results in Table 4 do not differentiate between the hypothe-
ses of practice-makes-perfect and selective referral. Such a differentiation is
essential for public policy. If the results presented in Table 4 are the result of
the practice-makes-perfect hypothesis, the establishment of a minimum vol-
ume will most likely improve the results achieved by patients undergoing hip
arthroplasty.

As with other studies (GAYNOR; SEIDER; vOGT, 2005; HENTSCHKER; MEN-
NICKEN, 2014; GOWRISANKARAN; HO; TOWN, 2008), we also explored the geo-
graphic distribution of patients and hospitals to differentiate between practice-
makes-perfect and selective referral hypotheses. We used the number of pa-
tients within a 0-10 km radius and the number of hospitals that performed
hip arthroplasty within a 0-30 km radius of the hospital as a source of exoge-
nous variation in volume.

Table 5 presents the results of the first and second stages of the probit
model. Model 1 [columns (1) and (2)] does not include patient and hospital
controls, whereas Model 2 [columns (3) and (4)] includes controls for patient
characteristics. Model 3 [columns (5) and (6)] includes both patient and hos-
pital controls. In addition to these, Model 4 [columns (7) and (8)] includes
municipal controls. The first-stage results of the four estimated models show
that the number of patients within a 0-10 km radius and the number of hos-
pitals within a 0-30 km radius of the hospital are highly correlated with the
volume of procedures. The greater the number of patients close to the hos-
pital, the greater the volume. Likewise, the greater the number of nearby
hospitals, the lower the volume of procedures. In other words, the first-stage
results were consistent with expectations.

The results of the second stage of the probit model showed a causal effect
of volume on mortality, considering that the instruments used satisfied the hy-
potheses of relevance (cov(vvoly;, Zy;) # 0) and exogeneity (cov(Vvoly, €;p,) =
0). This showed that the volume-outcome effect observed for hip arthroplasty



Table 5: Exogenous volume - ivprobit

Model 1 Model 2 Model 3 Model 4
Variables
(1) (2) (3) (4) (5) (6) (7) (8)

First Stage
No. of patients (0 to 10 km) 0.0363*** 0.0349*** 0.0358*** 0.0360***

(0.0049) (0.0046) (0.0050) (0.0051)
No. of hospitals (0 to 30 km) -0.2129*** —0.2142*** -0.2292*** -0.2305***

(0.0441) (0.0445) (0.0474) (0.0483)
Second Stage
Volume (root square) -0.0018** -0.0011* -0.0010* —-0.0010***

(0.0004) (0.0006) (0.0004) (0.0004)

Observations 108,376 108,376 108,376 108,376 108,376 108,376 108,376 108,376
Number of hospitals 630 630 630 630 630 630 630 630
Wald Exogeneity Test (p-value) 0.4808 0.6006 0.0022 0.0040
Time FE YES YES YES YES YES YES YES YES
Patient controls NO NO YES YES YES YES YES YES
Hospital controls NO NO NO NO YES YES YES YES
Region controls NO NO NO NO NO NO YES YES

Notes: Cluster-robust hospital-level standard errors in parentheses. For details on variables, see Table 2. Model (1) includes, in
addition to volume, a year FE. In Model (2), the characteristics of patients are included. In Model (3), hospital controls are included.
Model (4) includes controls for a patient’s home region. **p < 0.01, **p < 0.05, and *p < 0.1.

Source: Author’s elaboration with information from Brasil — Ministério da Saude (2017).
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Table 6: Marginal effects of the probit model: scale gains or
learning-by-doing

. Marginal
Variables Effect
Volume (root square) —0.0011***

(0.0004)
Volume in ¢t —1 (root square) 0.0003
(0.0004)
Volume in ¢ — 2 (root square) 0.0002
(0.0004)
Volume in ¢ — 3 (root square) —-0.0001
(0.0004)
Volume in ¢ — 4 (root square) -0.0003
(0.0003)
Observations 108,763
Number of hospitals 630
Time FE YES
Patient controls YES
Hospital controls YES
Region controls YES

Notes: Cluster-robust hospital-level standard errors in parentheses. In
addition to volume level and lagged volumes, the model includes the
following controls: year fixed effect (time FE), patient characteristics,
hospital controls, and controls for the municipality in which a patient
resides. **p <0.01, **p < 0.05, and *p < 0.1.

Source: Author’s elaboration with information from Brasil —
Ministério da Satude (2017).

in Brazil is the result of the practice-makes-perfect hypothesis and not the se-
lective referral hypothesis. Comparing the complete models in Tables 5 and
6 [columns (4) and (7), respectively], we can observe a bias caused by the en-
dogeneity of volume, as its coefficient increases in absolute terms when we
instrumentalize it by the number of patients and from nearby hospitals.

Finally, to verify whether the volume-outcome effect is due to scale gains
or the learning-by-doing process, a model was specified with the volume of
procedures at level and lagged. The results in Table 6 show that the volume-
outcome effect is due to scale gains and not the learning-by-doing process, as
the marginal effect of volume in level is significant, while the marginal effect
of volume lags are not. In this sense, the establishment of a minimum volume
with the objective of concentrating procedures in hospitals with greater vol-
ume to improve patient health outcomes will not result in loss of experience
in hospitals that no longer perform the procedure.

4.1 Robustness Analysis

To verify the robustness of the ivprobit results, in which the volume is con-
sidered endogenous and instrumentalized by the number of patients residing
in a radius of 0-10 kilometers and the number of hospitals in a radius of 0-30
kilometers from the hospital, a “false y” type falsification strategy was used.
Specifically, two variables were used that were not expected to have any rela-
tionship with the quality of a hospital, that is, with the volume variable. The
variables used as false yp, as can be seen in Table 7, were a patient’s sex and the
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Table 7: Falsification test

Gender Urgency
Variables (1) (2) (3) (4)
2° Stage 1° Stage 2° Stage 1° Stage
No. of patients (0 to 10 km) 0.0360*** 0.0364***
(0.0051) (0.0051)
No. of hospitals (0 to 30 km) —-0.2305**% —0.2329**%
(0.0483) (0.0485)
Volume (root square) 0.0016 -0.0220
(0.0026) (0.0153)
Observations 108,376 108,376 108,369 108,369
Number of hospitals 630 630 629 629
Wald Exogeneity Test (p-value) 0.0411 0.1162
Time FE YES YES YES YES
Patient controls YES YES YES YES
Hospital controls YES YES YES YES
Region controls YES YES YES YES

Notes: Cluster-robust hospital-level standard errors in parentheses. The models
use controls and instrumental variables as described in Table 2, however, by
changing the mortality outcome for sex and urgency. **p < 0.01, *p < 0.05, and
*p<0.1.

Source: Author’s elaboration with information from Brasil — Ministério da Satude
(2017).

fact that he/she was hospitalized as an emergency. This last variable can even
measure, to a certain extent, the health status of patients prior to the proce-
dure. As can be seen from the results of the second stage [columns (1) and
(3)], there is no relationship between the volume of procedures and gender
and/or the nature of care (urgency), indicating that, most likely, the results
obtained in Table 5 are not the result of chance or any previous false outcome.

In Table 8, we tested the influence of the metropolitan region variable, ei-
ther as an additional control or as a subsample, in a similar way to Table 5.
Looking at the results in columns (1) and (2), it is observed that the results re-
main similar with regard to the effect of volume on results. The metropolitan
region variable showed a positive effect in the first stage, indicating that hos-
pitals located in metropolitan regions serve more patients than those located
in other regions. However, there was no direct effect of this variable on the
mortality indicator, indicating the robustness of our results. When the esti-
mation is performed for the subsamples, the volume effect is significant only
in the case of metropolitan regions. Some possible explanations for this result
may be related to the lower variability of the volume variable and its instru-
ments, especially related to the number of surrounding hospitals. Therefore,
there are clear effects of the outcome volume for metropolitan regions.

Finally, the results in Table 9 indicate that even when a metropolitan re-
gion is considered either via additional control or as a subsample, the volume-
result effect occurs via static gains of scale, similar to the previous analysis,
showing the robustness of our results.

5 Conclusion

In this study, we examine the relationship between the volume of procedures
and health outcomes achieved by patients undergoing hip arthroplasty in
Brazil, thus seeking to contribute to the literature that discusses the imple-



Table 8: Metropolitan region (MR)

MR Dummy Metropolitan Non-Metropolitan
Variables Region Region
(1) (2) (3) (4) (5) (6)
Metropolitan Region —-0.0038 1.4438"
(0.0026)  (0.5985)
No. of patients (0 to 10 km) 0.0347*** 0.0341*** 0.0368%**
(0.0048) (0.0050) (0.0055)
No. of hospitals (0 to 30 km) —0.2495**% —0.2457*** -0.1630
(0.0488) (0.0533) (0.1024)
Volume (root square) —-0.0009** —-0.0012**% —-0.0002
(0.0004) (0.0004) (0.0013)
Observations 108,376 108,376 59,203 59,203 49,163 49,163
Number of hospitals 630 630 265 265 364 364
Wald Exogeneity Test (p-value) 0.0166 0.0338 0.2730
Time FE YES YES YES YES YES YES
Patient controls YES YES YES YES YES YES
Hospital controls YES YES YES YES YES YES
Region controls YES YES YES YES YES YES
MR controls YES YES NO NO NO NO

Notes: MR is Metropolitan region. Cluster-robust hospital-level standard errors in parentheses.
Results of the first and second stages of three models, considering the inclusion of all the variables
described in Table 2: in the first case, a variable is added indicating whether the hospital is in a
metropolitan region; in the other two cases, estimations by subsample are performed, divided
following the criterion of this metropolis dummy variable. **p < 0.01, **p < 0.05, and *p < 0.1.
Source: Author’s elaboration with information from Brasil — Ministério da Satude (2017).
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Table 9: Learning-by-doing considering metropolitan region

MR dummy MR sample

Variables
(1) (2)

Volume (root square) —-0.0010* -0.0011***

(0.0004) (0.0004)
Volume in ¢t — 1 (root square) 0.0003 0.0005

(0.0004) (0.0005)
Volume in t — 2 (root square) 0.0002 —-0.0001

(0.0004) (0.0004)
Volume in ¢ — 3 (root square) —-0.0000 0.0000

(0.0004) (0.0004)
Volume in ¢ — 4 (root square) —-0.0003 —-0.0002

(0.0003) (0.0003)
Metropolitan region -0.0032*

(0.0016)
Observations 108,763 59,203
Number of hospitals 630 265
Time FE YES YES
Patient controls YES YES
Hospital controls YES YES
Region controls YES YES
MR controls YES NO

Notes: MR is Metropolitan region. Cluster-robust hospital-level standard errors in
parentheses. The dependent variable presented in the table is a dummy that
indicates whether a patient died (= 1) or not (= 0) after undergoing hip
arthroplasty. The model includes, in addition to volume level and lagged volumes,
these controls: year FE, patient characteristics, hospital controls, and controls for
the municipality in which a patient resides. **p < 0.01, **p < 0.05, and *p <0.1.
Source: Author’s elaboration with information from Brasil — Ministério da Satude
(2017).

mentation of a minimum volume of hospital procedures. Using data from
2008 to 2014 with more than 120,000 observations, we contribute to the liter-
ature by analyzing the relationship from a causal perspective, seeking to dif-
ferentiate the hypotheses of practice-makes-perfect from selective referral, an
indispensable condition for the formulation of policies to improve the quality
of hospital care. Furthermore, we verify whether the volume-outcome effect
is due to static scale gains or the learning-by-doing process.

Our results support the existence of a volume-outcome effect in Brazil for
hip arthroplasty and, by exploring the geographical distribution of patients
and hospitals, the study finds evidence that the volume-outcome effect is the
result of the practice-makes-perfect hypothesis, and not the selective referral
hypothesis. To the best of our knowledge, this is the first study that provides
such evidence using Brazilian data. Furthermore, we have an indication that
it occurs through static gains of scale and is not due to the learning-by-doing
process. However, it should be noted that such results were not observed
for the subsample of hospitals belonging to non-metropolitan regions, which
may be related to the lower variability of the variable of interest and its in-
struments.

Given these results, the establishment of a minimum hospital volume must
have the potential to improve patient health outcomes and reduce the differ-
ences in the quality of care between hospitals. Evidence of static gains in scale
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also supports the argument of concentrating supply.

However, it should be noted that the study has some limitations, and that
before implementing any policy, further analysis should be carried out. First,
this study uses administrative data instead of clinical data, with which it will
be possible to obtain a much more detailed picture of patients’ health condi-
tion. Second, our observation unit is hospitalization and not the patient. The
database does not allow identifying a patient if he/she was hospitalized more
than once; as a result, he/she may be considered more than once. Third, this
study considers only the hospitalizations performed within the scope of SUS;
that is, we did not have data about all hospitalizations and hip arthroplasty
procedures. Fourth limitation is related to the creation of the instrument, as
the study considers only the geographical distance between patients’ homes
and hospitals, whereas the most appropriate would have been to consider
transport infrastructure access. Fifth, we did not observe that the volume-
outcome effect occurs because of the learning-by-doing process; however, it is
possible that we did not find significant marginal effects of volume lags as a
function of the time period analyzed. Thus, additional analyses considering
other periods must be carried out.

Future research should seek to determine the minimum threshold and in-
vestigate the limits of the number of procedures that will result in significant
differences in quality. Another factor that deserves attention is the effect that
concentration of procedures can have in terms of access to care. It is possible
that there will be deterioration in access to care, as many hospitals that do not
reach the minimum volume will be unable to provide care. Such a restriction
could further worsen the financial sustainability of these hospitals, leading to
greater concentration in the Brazilian hospital sector. It will be interesting to
investigate the extent to which a minimum volume policy can affect the well-
being of the population in terms of increasing the distance between patients’
homes and hospitals that will remain in operation, in addition to the possible
formation of queues for procedures to be performed. Thus, it will be possible
to measure the net benefit of concentrating procedures in a smaller number
of hospitals.
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Appendix A



Table A.1: Systematization of Literature

International Literature

Author(s) (year)  Sample Method Dependent Controls Results
variable
Luft, Bunker, 842,622 patients who underwent ~ Ordinary Least Risk-adjusted Patient and hospital  Inverse relationship between
and Enthoven 12 surgical procedures between  Square hospital characteristics mortality and volume.
(1979) 1974 and 1975 (USA) mortality
Luft, Hunt, and 1,008,502 patients who under-  Simultaneous Volume and Patient and hospital =~ Practice-makes-perfect and se-
Maerki (1987)* went 17 procedures in 1972  Equations hospital characteristics lective referral hypotheses are
(USA) Model mortality plausible.
Hannan et al. 4,524 patients who underwent Logistic Hospital Patient and hospital  Inverse relationship between
(1992)* AAA? repair between 1985 and  Regression mortality characteristics mortality and volume; little
1987 (NY-USA) evidence of selective referral.
Ho (2000) 353,488 patients who underwent  Logistic Hospital Patient Inverse relationship between
PCIY between 1984 and 1996 Regression mortality and characteristics mortality (and CABS‘) and
(CA-USA) CABS® volume.
Ho (2002) 343,737 patients who underwent ~ Probit Model Hospital Patient and hospital  Inverse relationship between
PCIY between 1984 and 1996 mortality and characteristics mortality (and CABS¢) and vol-
(CA-USA) CABS¢ ume, but the effect is small; no
evidence of learning-by-doing.
Birkmeyer et al. 2.5 million patients who un-  Logistic Hospital Patient Inverse relationship between
(2002) derwent 14 procedures between  Regression mortality characteristics mortality and volume for 14
1994 and 1999 (USA) procedures, but with great
variation in magnitude.
Gaynor, Seider, 363,994 patients who underwent ~ Probit Model Hospital Patient Inverse relationship between
and Vogt CABS¢ between 1983 and 1999 mortality characteristics, time  mortality and volume; static
(2005)* (CA-USA) (year), and hospital scale effect.
dummies
Gowrisankaran, 459,540 patients who underwent  Conditional Hospital Patient and hospital ~ Evidence of the practice-makes-
Ho, and Town PD4, AAA? repair, or CABS be-  Logit Model mortality characteristics perfect (learning-by-doing) hy-
(2008)*‘1I tween 1988 to 1999 (CA, FL- and Probit pothesis for AAA? and CABS‘.
USA) Model
Kahn, Have, 78,427 non-surgical patients Linear Hospital Patient and hospital  Inverse relationship between
and Iwashyna who underwent mechanical Probability mortality characteristics mortality and volume using clin-
(2009)* ventilation between 2004 and Model with ical data, which is higher with
2006 (PA-USA) Instrumental the use of IV; non-significant

Variable (IV)

result for administrative data.

Notes: * Studies that seek, in some ways, to test the hypotheses of practice-makes-perfect and selective referral; 1 Working papers; a: Abdominal
Aortic Aneurysm; b: Percutaneous Coronary Intervention; c: Coronary-Artery Bypass Surgery; d: Pancreato-Duodenectomy; e: Homogeneous

Diagnostics Group; f: AIH corresponds to a Hospitalization Authorization of Health Public System in Brasil (SUS).
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Table A.1: Systematization of Literature (continued)

International Literature

Author(s) (year)

Sample

Method

Dependent variable

Controls

Results

Braun (2014)*1[

Hentschker and
Mennicken
(20141

Hentschker and
Mennicken
(2015)
Hentschker and
Mennicken
(2018)%

Kaier et al.
(2018)

Avdic,
Lundborg, and
Vikstrom
(2019)%

Rachet-Jacquet,
Gutacker, and
Siciliani (2021)*

880,449 patients in 21
GDHs® who were hospital-
ized between 2001 and 2008
(Portugal)

89,541 hip fracture patients
in 2007 (Germany)

97,183 patients with hip
fracture or AAA? in 2007
(Germany)

89,541 hip fracture patients
in 2007 (Germany)

43,996 patients, who un-
derwent transcatheter aor-
tic valve implantation (Ger-
many)

105,021 patients, who
underwent  surgery  for
advanced cancer (Sweden)

105,229 patients, who un-
derwent hip replacement
surgery (England)

Fixed Effects
Model (FE) and
Probit Model
(MP)

IV-GMM

Logistic
Regression

Probit Model
(MP) and
VI-Probit
Linear and
logistic
regressions

Linear
Probability
Model with
Instrumented
Variable (IV)
Linear
Probability
Model and
Conditional
Logit

Hospital mortality

Hospital mortality

Hospital mortality

Hospital mortality

Hospital mortality, post-
procedure  complications,
length of stay, and pro-
portion of patients with
ventilation

Patient survival four years
after surgery, likelihood of
readmission, subsequent
cancer surgery, and length
of hospital stay

Oxford hip score (OHS)

Patient and
hospital
characteristics

Patient,
hospital, and
municipality
characteristics
Patient and
hospital
characteristics
Patient and
hospital
characteristics
Patient
characteristics

Patient,
hospital, and
municipality
characteristics

Patient and
hospital
characteristics

FE: inverse relationship be-
tween volume and mortal-
ity in seven GDHs®; MP: in-
verse relationship between
volume and mortality in 10
GDHs*.

Inverse relationship  be-
tween mortality and vol-
ume.

The probability of dying is
lower in a higher volume
hospital for both conditions.
Inverse relationship  be-
tween mortality and vol-
ume.

Inverse relationship  be-
tween mortality and
volume, but this effect
decreases over the vyears
analyzed.

Positive relationship  be-
tween survival and volume
and evidence  support-
ing the learning-by-doing
hypothesis.

No evidence of causal re-
lationship between volume
and the health outcome.

Notes: * Studies that seek, in some ways, to test the hypotheses of practice-makes-perfect and selective referral; 1 Working papers; a: Abdominal
Aortic Aneurysm; b: Percutaneous Coronary Intervention; c: Coronary-Artery Bypass Surgery; d: Pancreato-Duodenectomy; e: Homogeneous
Diagnostics Group; f: AIH corresponds to a Hospitalization Authorization of Health Public System in Brasil (SUS).
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Table A.1: Systematization of Literature (continued)

National Literature

Author(s) (year)

Sample

Method

Dependent
variable

Controls

Results

Noronha et al.
(2003)

Martins, Blais,
and Leite
(2004)

Ribeiro et al.
(2006)

Godoy et al.
(2007)

Piegas, Bittar,
and Haddad
(2009)

Gomes et al.
(2010)

Piegas and
Haddad (2011)

41,989 patients submitted to
CABS® between 1996 and 1999
paid for by SUS

32,906 patients from 27 hospi-
tals in Ribeirao Preto/SP with
cardiovascular and respiratory
diseases between 1996 and 1998
115,021 patients, who under-
went cardiovascular surgery be-
tween 2000 and 2003 paid for by
SUS

8,735 patients, who underwent
PCI? in Rio de Janeiro between
1999 and 2003

63,272 patients submitted to
CABS® between 2005 and 2007
paid by SUS

10,000 AIHs/ for RS (state of
Brazil) in 2005

166.514 pacientes submetidos a
ICPb entre 2005 e 2008 pagas
pelo SUS

Cox Regression
Model

Multilevel
Logistic Model

Logistic
Regression

Poisson
Regression

)(2 test, t de
Student test,
Mann-Whitney
test, ANOVA,
Scheffé test,
Kruskal-Wallis
test

Multilevel
Logistic Model
)(2 test, t de
Student test,
ANOVA

Hospital
mortality

Hospital
mortality and
length of stay

Hospital
mortality

Hospital
mortality

Hospital
mortality and
length of stay

Hospital
mortality
Hospital
mortality

Patient and hospital
characteristics

Patient and hospital

characteristics

Patient
characteristics

Patient
characteristics

Without controls

Patient and hospital
characteristics
Without controls

Relative risk of death after
CABS‘ is higher in low-volume
hospitals.

Non-significant relationship for
mortality and length of stay.

Odds ratio for mortality is higher
in low-volume hospitals.

After adjustment, the volume-
lethal ratio is considerably re-
duced.

Mortality after CABS® is higher
in low-volume hospitals.

Volume has no significant effect
on mortality.
Non-significant relationship

Notes: * Studies that seek, in some ways, to test the hypotheses of practice-makes-perfect and selective referral; T Working papers; a: Abdominal
Aortic Aneurysm; b: Percutaneous Coronary Intervention; ¢: Coronary-Artery Bypass Surgery; d: Pancreato-Duodenectomy; e: Homogeneous

Diagnostics Group; f: AIH corresponds to a Hospitalization Authorization of Health Public System in Brasil (SUS).
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The case of hip arthroplasty 349

Table A.2: Marginal effects of probit model - Hip Arthroplasty - Full Model

Variables Model 1 Model 2 Model 3 Model 4
Volume (root square) -0.0016*** -0.0008*** —0.0009*** -0.0009***
(0.0002) (0.0003) (0.0002) (0.0002)
Age (years) 0.0014***  0.0014*** 0.0014***
(0.0001) (0.0001) (0.0001)
Woman -0.0039*** -0.0037*** —0.0037***
(0.0008) (0.0008) (0.0008)
Urgency 0.0145***  0.0144***  0.0143***
(0.0016) (0.0014) (0.0014)
Admitted to an ICU 0.0454***  0.0482***  (0.0485***
(0.0040) (0.0036) (0.0036)
CCI
1 0.0084 0.0030 0.0030
(0.0156) (0.0127) (0.0125)
2 0.1264* 0.0964** 0.0951**
(0.0554) (0.0487) (0.0478)
6 0.2998* 0.2417% 0.2423%
(0.1566) (0.1395) (0.1375)
Conducts teaching activity 0.0012 0.0014
(0.0018) (0.0017)
Public -0.0014 -0.0011
(0.0021) (0.0021)
Number of beds —-0.0000 —-0.0000
(0.0000) (0.0000)
Patients served 0.0000 0.0000"
(0.0000) (0.0000)
Average length of stay 0.0015***  0.0016***
(0.0004) (0.0004)
GDP per capita -0.0000
(0.0000)
Orthopedists/traumatologists per thou- —-0.0305™
sand inhabitants (0.0135)
Doctors per thousand inhabitants —-0.0000
(0.0002)
Diagnostic imaging equipment per thou- 0.0024
sand inhabitants (0.0017)
Observations 108,376 108,376 108,376 108,376
Number of hospitals 630 630 630 630
Time FE YES YES YES YES
Patient controls NO YES YES YES
Hospital controls NO NO YES YES
Region controls NO NO NO YES

Notes: MR is Metropolitan region. Cluster-robust hospital-level standard errors in
parentheses. The dependent variable presented in the table is a dummy that indicates
whether a patient died (= 1) or not (= 0) after undergoing hip arthroplasty. The model
includes, in addition to volume level and lagged volumes, these controls: year FE, patient
characteristics, hospital controls, and controls for the municipality in which a patient
resides. **p < 0.01, *p < 0.05, and *p < 0.1.
Source: Author’s elaboration with information from Brasil — Ministério da Satude (2017).
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Resumo

Construimos um indicador multidimensional de desenvolvimento re-
gional e realizamos uma analise de convergéncia usando dados uruguaios
para o periodo 2006-2015. O indicador multidimensional departamen-
tal colapsa quatro dimensdes de desenvolvimento, permitindo rastrear o
desempenho de regides em diferentes fatores de desenvolvimento. Nos-
sos achados descartam a hipdtese de convergéncia global para o periodo
analisado. Identificamos, no entanto, convergéncias nos clubes, distin-
guindo trés grupos de departamentos, com correspondéncia geografica,
que apresentam dindmicas de desenvolvimento especificas. Esses clubes
seguem trajetéria propria e nao convergem no periodo analisado, ainda
que suas curvas de transi¢ao se aproximem um pouco.

Palavras-chave: desenvolvimento econdmico regional; indicador multidi-
mensional; convergéncia; clubes.

Abstract

We build a multidimensional indicator of regional development and
perform a convergence analysis using Uruguayan data for the period 2006
- 2015. The multidimensional departmental indicator collapses four di-
mensions of development, allowing us to track the performance of regions
on different factors of development. Our findings rule out the hypothesis
of global convergence for the period analyzed. We nevertheless identify
convergence in clubs, distinguishing three groups of departments, with a
geographical correspondence, that exhibit specific development dynam-
ics. These clubs follow their own path and do not converge in the period
analyzed, even though their transition curves get slightly closer.
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1 Introduction

The application of regional development policies is based on rich theoretical
grounds, with a large toolkit of instruments at hand. Despite theoretical and
empirical achievements, regional disparities persist across countries’ regions
or administrative divisions. This could be the consequence of ill-designed re-
gional development policies. Too much emphasis on top-down, supply-side,
“one-size-fits-all” policies eventually resulted in unbalanced policies, only
relevant to the formal sector, and ultimately incapable of delivering sustain-
able development (PIKE; RODRIGUEZ-POSE; TOMANEY, 2017). On the other hand,
the emphasis could be placed on one instrument only, rather than on a com-
prehensive battery of programs. A large body of research highlights that, even
if the aggregate impact of infrastructure policies has sometimes been positive,
they have often led to greater economic agglomeration, regional polarization,
and to an increasing economic marginalization of many peripheral regions
where significant infrastructure investments have taken place, both in Europe
(VANHOUDT; MATHA; sSCHMID, 2000; PuGA, 2002; DALL’ERBA; LE GALLO, 2008), and
in the emerging world (e.g., Roberts et al. (2010) for China). Similarly, state
aid and industrial intervention has wasted resources on declining industries,
lame ducks, and big projects (urLLtveiT-MOE, 2008). In general, these policies
have struggled to cope with the more heterogeneous economic reality emerg-
ing from globalization (rRoBerTs, 1993), often ending as “strategies of waste”
(RODRIGUEZ-POSE; ARBIX, 2001).

We intend to shed light on the understanding of the imbalanced growth
paths of regions in Uruguay by constructing a multidimensional indicator of
development at the regional level. The provision or rigorous evidence on re-
gional development disparities is a critical ingredient for both the guidance
and the design of public policy. Multidimensional regional development indi-
cators constitute an effort to provide policy makers with relevant information
on aspects of regional development processes that need to be improved or fos-
tered. As such, they constitute a measure to monitor the results of regional
development policy. Our multidimensional indicator follows the premises of
previous social indicators in that it considers relevant aspects of development.
In the same lines as the Human Development Index (HDI) evaluates income,
education and health, we consider various dimensions of human life that in-
tent to capture the development attainment for the inhabitants of a region and
to guide policy making. The multidimensional characteristic of our measure
provides regional decision-making authorities with an opportunity to better
comprehend the shortcomings of their areas. At the same time, the conver-
gence exercise provides evidence of the dynamics of regional growth paths
during a period in which the country grew at positive rates uninterruptedly.
We also thereby contribute to the debate about the design of regional devel-
opment policies in Uruguay.

To test one aspect of the regional development process in Uruguay, namely
the tendency for differences across regions to fade away with time, we conduct
a convergence analysis. Most of the existing literature analyses regional de-
velopment convergence using GDP per capita (e.g., Barro (1991), Bartkowska
and Riedl (2012), and Borsi and Metiu (2015)). Here we study regional devel-
opment convergence using a multidimensional indicator of development.

We use the method of Phillips and Sul (2007) to study regional develop-
ment convergence. Even though this method has been widely applied to ana-
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lyze convergence at the country level, only a few recent studies in the regional
development literature have employed it (e.g., Rodriguez Benavides, Herrera,
and Gonzalez (2016) and Tian et al. (2016)). We do not follow an exhaustive
spatial exploratory analysis of regions in the spirit of Rey and Janikas (2005).
Instead, we pose that as an alternative methodological approach to capture
regional aspects of development in Uruguay, we can resort to the Phillips and
Sul (2007) method.

As far as we know, there are no studies in the literature performing an
analysis of regional convergence with a multidimensional development indi-
cator using the methodology of Phillips and Sul (2007). We contribute to the
literature by building a synthetic indicator based on four dimensions of de-
velopment that provides relevant information for policy making and conduct
a convergence analysis of the regional development process in Uruguay.

In this paper we analyze the process of convergence of the 19 departments
of Uruguay for the period of 2007-2015. Uruguay is a small South Ameri-
can country which has no significant geographical accidents that could make
regions particularly difficult to either access (i.e., connect with the rest of the
country) or to produce at (extreme weather or adverse climate conditions). Ex-
amples of such conditions are abundant in other South American countries:
the entire Brazilian Northeast and the Chaco, in Paraguay, are arid regions
that are also relatively poorer. The Southern part of Chile and the jungle re-
gions in Peru and Bolivia also constitute examples of relatively difficult to
access areas of countries that are also laggards in the development process.

Uruguay is a unitary republic, where each of the 19 departments enjoy
limited autonomy. Major investments in infrastructure (highways, communi-
cation, etc.), education policy (location of educational centers), and healthcare
policy (public hospitals and number of doctors) are mostly determined by the
central government. The institutional framework is also essentially the same
for all departments: income and corporate tax structure, labor market condi-
tions (i.e., same regulations and minimum wage), etc.

In addition, Uruguay has a strong institutional framework: it ranks second
in the Americas according to the corruption perception index 2020 (and 21st
in the world), and it is considered a full democracy by the democracy index of
the Economist Intelligence Unit, ranking 15th in the word. Strong institutions
coexist with long lasting political agreements on areas like energy (Uruguay
currently produces electricity entirely from renewable sources). Uruguay grew
at positive rates between 2003 and 2019, substantially decreasing poverty
and income-based inequality measures. The international financial crisis that
took place in 2008 barely affected the Uruguayan economy. It is interesting to
study regional economic development in such circumstances.

Altogether, these characteristics suggest that the hypothesis of convergence
across all departments seems plausible for Uruguay. With no significant ge-
ographical barriers and a set of regulations that is essentially the same for
all regions, one could expect factors of production to move across internal
borders at nearly zero cost, thereby contributing to a relatively homogeneous
growth and development process.

Uruguay is an emerging economy that shares many characteristics with
other Latin American countries. Relatively backward regions, most notable
the northeast region, coexist with more developed areas, in the southern re-
gion of the country. This regionalization pattern is essentially the same since
the emancipation of Uruguay from the rule of the Spanish and Portuguese em-
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pires in the early stages of the XIX century. By then, Uruguay had no indus-
tries other than extractive primary activities related to the huge stock of cattle
introduced in the region in the XVI century. The country pursued the elusive
quest for growth followed by many other less developed countries in the 1900,
alternating periods of trade openness with import substitution industrializa-
tion and free market reforms. After an economic crisis originated in the fi-
nancial sector in 2002, Uruguay experienced its largest recorded expansion
from 2003 to 2019 but could not eradicate the relative backwardness of some
regions, in which some “poverty traps” persist. Uruguay therefore constitutes
an example of an emerging economy that has worked hard to build strong
institutions and create conditions for long term growth. However, it still ex-
hibits a weak opportunity net for the relatively laggard regions, as many Latin
American countries (RODRIGUEZ MIRANDA; COSSANT; CENTURION, 2022). In this
paper we document this process of no convergence and intend to learn from
the experience of an emerging economy and its persistent regional disparity.

Our strategy is based on the analysis of multidimensional regional devel-
opment indicators, which are instruments designed to assess public policy
aimed at bridging regional inequality gaps. We test the implications of the
neoclassical growth theory in terms of convergence, an interpret the result of
no global convergence as evidence of a richer regional development process,
consistent with the literature on two persistent equilibria (Quan, 1997). We
therefore argue that the experience of Uruguay should emphasize the need
for a debate centered on current regional disparities.

The rest of the paper is structured as follows. The literature review is
presented in the second section, including a brief introduction to the method-
ological aspects of regional development indicators. The empirical method-
ology is discussed in the third section. The fourth section shows the results.
Finally, section five concludes.

2 Literature Review

The literature on convergence originates from the predictions of the neoclas-
sical growth model (soLow, 1957; swan, 1956). One of the testable propo-
sitions of this model is that countries or regions tend towards the same sta-
tionary state (i.e., the same GDP per capita) if the economies differ only in
the initial GDP per capita (that is, if all the parameters of the models are the
same across countries). This proposition was named beta-convergence. In ac-
cordance with this proposition, relatively poorer countries or regions should
experience higher growth rates than those of the relatively richer ones. There-
fore, they will converge in terms of GDP per capita.

At the same time, convergence analyses incorporate the concept of sigma
convergence, which states that the dispersion of GDP per capita across coun-
tries or regions declines over time.

The empirical evidence using data from countries and regions generally
rejected the validity of these propositions (BARRO; sALA-I-MARTIN, 1991; DE
LONG, 1988; rREBELO, 1990). However, the traditional neoclassical model yields
the testable hypotheses of beta and sigma convergence only for countries or
regions with equal structures. Therefore, if their structures differ, conver-
gence (if any) would be conditional on these differences. Since convergence
and dispersion is conditional on the stationary level of each country or region,
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convergence under these conditions are labelled beta and sigma conditional
convergence.

The concepts of sigma and beta conditional convergence, were applied to
numerous sets of data, including countries with similar characteristics (e.g.,
members of the European Union) or administrative divisions of countries
(e.g., States of the United States of America, Prefectures of Japan, etc.). Differ-
ent studies present evidence supporting the existence both of beta and sigma
conditional convergence for groups of countries or regions (BARRO; SALA-I-
MARTIN, 1991, 1992; MANKIW; ROMER; WEIL, 1992; SALA-I-MARTIN, 1996).

The best-known convergence tests assume that, for example, the process of
technological growth is homogenous for all countries and/or regions (i.e., all
countries and regions experience the same technological change at the same
rate during the period of analysis). However, it is possible that due to het-
erogeneities in the technological growth process, countries or regions with
similar economic structures end up converging to different stationary states.

This last proposition gives rise to the hypothesis of convergence clubs:
economies that are similar in their structural and dynamic characteristics
can converge with each other. Therefore, it can be stated that it is possible
for economies to experience a process of convergence within a given group,
but that each group converges to different long-term equilibrium (Azariaprs;
DRAZEN, 1990; GaLOR, 1996). The econometric techniques to test the conver-
gence in clubs should therefore incorporate heterogeneities in the technolog-
ical growth processes.

Based on regional and national data for European countries and regions,
Canova (2004) documents evidence of convergence in clubs in the product per
capita of European countries and regions. The technique proposed by Canova
(2004) allows for countries or regions to exhibit different dynamic of growth
and posterior steady states to where they converge, also different. The differ-
ences found in the processes rest on the existent technological heterogeneity
between countries and between regions. The author finds that the European
regions converge into four different clubs, while countries converge into two
clubs, clearly distinguishable by their structural characteristics.

In order to account for spatial heterogeneity, alternative techniques to
the analysis of convergence were proposed (see, among others, Postiglione,
Benedetti, and Lafratta (2010), Postiglione, Andreano, and Benedetti (2013),
and Panzera and Postiglione (2014)). Postiglione, Benedetti, and Lafratta
(2010) analyze 191 European regions between 1980 and 2002 by applying
an algorithm based on a modified version of the regression trees procedure,
which attend to identify the local stationarity in the economic growth of the
different regions. According to their procedure, they initially identify the
local stationary states of the different regions, and subsequently divide the
regions into groups, if the estimated parameters are significantly different.
Moreover, Postiglione, Andreano, and Benedetti (2013) propose a method for
identifying clubs of convergence for the European regions based on a spatial
augmented version of the conditional f-convergence model. Two different op-
timization algorithms for the identification of convergence clubs are proposed
and compared: Simulated Annealing and Iterated Conditional Modes. Panz-
era and Postiglione (2014) analyze the conditional f-convergence hypothesis
for NUTS 3 Italian provinces considering spatial dependence (by assuming
a Spatial Durbin Model specification) and spatial heterogeneity, identifying
convergence clubs by applying the modified simulated annealing algorithm
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introduced by Postiglione, Andreano, and Benedetti (2013).

In this same research line but with a different approach, Phillips and Sul
(2007) assume that technological change depends on each country or region
characteristics and that it also evolves in a different way over time (the tech-
nological growth rate is not constant throughout the period). Phillips and Sul
(2007) apply this criterion to study the convergence patterns in clubs of the
cost of living indexes for 19 metropolitan regions of the United States.

Applications of the Phillips and Sul (2007) approach at a country level can
be found Monfort, Cuestas, and Ordonez (2013) and Borsi and Metiu (2015).
Monfort, Cuestas, and Ordonez (2013) analyze the convergence in clubs of the
product per worker in 14 countries of the European Union and find evidence
that supports the hypothesis of convergence into two clubs: Central Europe
and the Eastern countries plus Greece. Borsi and Metiu (2015) study patterns
of convergence for countries of the European Union between 1970 and 2010.
According to their results, no convergence exists between the countries, al-
though they find convergence in clubs. At a regional level, Tian et al. (2016)
and Rodriguez Benavides, Herrera, and Gonzalez (2016) study convergence
from the perspective proposed by Phillips and Sul (2007). Tian et al. (2016)
analyze regional income inequality convergence for Chinese provinces and
find that provincial incomes are converging into two clubs. Furthermore, Ro-
driguez Benavides, Herrera, and Gonzalez (2016) study club convergence for
the states of the Mexican Republic between 1970 and 2012 and find relative
convergence in six groups.

Finally, an extension of Phillips and Sul (2007) was proposed by Bartkowska
and Riedl (2012). This research investigates the convergence of clubs for the
income per capita of 206 European regions between 1990 and 2002 using a
two-stage process. In the first stage they identify groups of regions which con-
verge to the same level of stationary state, while in the second stage authors
investigate the role of the initial conditions as determinants of membership of
that club. Following this methodology, they find evidence of five convergence
clubs, each one of which converges following its own growth path.

As noted in most of the empirical background reviewed, club-convergence
analysis provides useful inputs for economic policy and to spatially orientate
actions focused on promoting regional equality (T1aN et al., 2016; BARTKOWSKA;
RIEDL, 2012, among others).

Most of the applied studies that follow this research line analyze conver-
gence on the base of uni-dimensional indicators. Some of them, use a set of
variables to condition the model, in order to account for factors that could
affect the process of convergence. See, among others, Tian et al. (2016) for
Chinese regions.

Nevertheless, as far as we know, empirical studies that consider multidi-
mensional indicators to analyze club convergence, either at country or at the
regional level, are scarce. The present paper, which performs a convergence
analysis of clubs for the 19 political divisions of Uruguay! on the base of a
multi-dimensional developing indicator, contributes to the empirical litera-
ture in that sense. Considering a synthetic and multidimensional indicator
(which includes institutional, social and economic factors) to analyze regional
convergence may provide richer and precise orientations to the design of pol-

ISee here for a political map of Uruguay showing its 19 departments.
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icy actions to promote equality in the regional development steady states and
paths.

This paper contributes to the literature on regional development indica-
tors. These measures usually synthetize many dimensions of development
into a single indicator and are instruments for the improvement of public
policies. In a couple of aspects, the Indice de Competitidad Estatal (State Com-
petitiveness Index), built by the Mexican Institute for Competitiveness consti-
tutes a precedent of our indicator. The latter index evaluates the competitive-
ness of Mexican states based on ten dimensions related to the ability of each
region to generate, attract and retain investment and human capital (1mco,
2016, 2020). Each dimension intends to capture different aspects of compet-
itiveness (i.e., property rights, inclusion, sustainability, poverty, health, etc.)
and is evaluated according to 97 variables. Criteria for selecting variables
include their periodicity, transparency, availability, and non-redundancy. In
previous versions of this index?, dimensions (also referred to as subindexes)
were constructed by means of a principal component analysis (PCA) applied
to each set of variables that comprised each dimension. Dimensions were
then aggregated into the index using weights that were determined in part by
econometric methods (50% of the weight derived from a regression of the av-
erage of investment and human capital® on all dimensions), and in part (the
other 50%) the result of surveys to experts at the IMCO.

Argentina and Chile follow somewhat related methodologies to construct
regional development indexes. In the former, the Direccion Nacional de Rela-
ciones Econdémicas con las Provincias is in charge of the Indicador de Desarrollo
Relativo Provincial (Relative Development Provincial Index), composed of two
dimensions and 16 variables in total. In this case, however, no specific weights
are assigned to variables (each dimension is a simple average of variables, and
the index is a simple average of dimensions). Chile, through the Instituto
Chileno de Estudios Municipales measures imbalances in regional development
using the Indice de Desarrollo Regional (Regional Development Index). This
measure is composed of seven dimensions of development that comprise a to-
tal of 32 variables. Variables are aggregated through simple averages in each
dimension and dimensions are given weights assigned by a panel of 64 ex-
perts (four dimensions have a weight equal to 17.5% and the other three have
a 10% weight). All indexes reviewed consider more than one dimension of
development, whereas they differ in how to aggregate the information con-
tained in the variables used. We take from them many aspects, but choose not
to incorporate the opinion of experts, to construct an objective measure.

More recently, efforts have been made to construct a multidimensional re-
gional development indicator for some Latin American countries. This index
is composed of eight selected dimensions of development aggregated using
weights determined by the opinion of experts (RODRIGUEZ MIRANDA; COSSANT;
PARRAO, 2021).

These indicators are built to improve the design and implementation of re-

2In the current edition (2020), the PCA analysis is dropped and 70% of the weight is assigned
to reduce the variance of dimensions (the weight is the inverse of each dimension variance), and
30% of the weight comes from surveys to experts at the IMCO.

3State Investment was calculated as the national share of investment applied to estimates of
Gross State Product. Human Capital was estimated as the share of population aged 25 or more
with secondary education complete. The dependent variable used in regressions was a simple
average of these two.



358 Aboal et al. Economia Aplicada, v.27, n.3

gional development policies. By measuring the performance of many aspects
of the development process, these indexes contribute to a better understand-
ing of the dynamics of regional processes, and identify which aspects need to
be strengthened.

3 Methodology

3.1 Multidimensional Indicator of Departmental Development (ID)

Development consists of a process which spans multiple dimensions of hu-
man life, that transcend income measures. It is understood as comprising not
only the improvement of the economic structure and the satisfaction of ma-
terial needs, but also encompassing dimensions such as security, institutions,
inclusion and education.

The regional development indicator is constructed in two stages. The first
step is the selection of variables (i.e., Indicators) that capture aspects of eco-
nomic development. Variable selection is based on the literature on regional
development indicators, and have to come from official sources, be periodi-
cally published, and provide non-redundant information. Also based on the
literature, we group variables (i.e., Indicators: I) into factors (F), according to
the following expression:

Fj:a11j1+---+am1jm (1)

where F; denotes the factor of development j, which is assumed to consist of
m indicators I, appropriately weighted using weights . The contribution of
each of the indicators to the factor (weights «) are estimated using Principal
Component Analysis and reported on Table 1. We extract the weights a’s as-
sociated with the first principal component for each set of variables for each
Factor. The PCA allows to optimally represent in a space of small dimension,
observations of an n-dimensional general space, while transforming the orig-
inal variables, generally correlated, into new uncorrelated variables (PENA ef
al., 2002). The PCA analysis implies an indicator structure temporarily un-
changed within each factor.

The second step is to obtain the weight corresponding to each Factor. To
this end, we run the following regression:

Vit = Po+ P1Frie + PoFair + -+ BuFpir + € (2)
where p;; is the GDP per capita of department i at the year . The estimated p;
to B, will be the weights of each dimension in the multidimensional indicator
of development, assuming there are n Factors.

The multidimensional development indicator, the Index of Departmental
development (ID), is the weighted sum of the Factors. Here we end up con-
sidering four Factors of regional development, to be discussed in detail in
section 4.1. By following this procedure, we maintain the ability to measure
the performance of departments on each factor, thereby generating useful in-
formation for the design of public policy. At the same time, we construct an
objective indicator, relying heavily on statistical and econometric criteria.

3.2 Analysis of Convergence

In order to perform the analysis of convergence, we follow the methodology
proposed by Phillips and Sul (2007), and the Stata package proposed by Du
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(2017). The methodology of Phillips and Sul (2007) allows for the endoge-
nous identification of clubs of regions following the same growth path where
global convergence does not exist. This represents an advantage over other
methodologies in which the determination of the clubs is performed ex ante
(GONZALEZ; VARO; NAVARRO, 2017).

The starting point for the model is to break down the data of the panel X;;
as:

Xit = &it + it (3)
where g;; represents systematic components such as permanent common com-
ponents and a;; represents transitory components.

This specification may contain a mixture of common and idiosyncratic
components in the elements g;; and a;;. To be able to separate the common
elements from the idiosyncratic in the panel, we transform equation (3) in the
following one:

Xiy :(M)utzéitut (4)
Uy

where 9;; is an idiosyncratic component that changes over time and u; is a
component common to all regions which changes over time. If u; represents
a component of a common trend in the panel, then 0;; measures the relative
participation in u, of the individual i at moment t. Equation (4) is a dynamic
factorial model, where u; captures some deterministic or stochastic behavior
of the trend, and 0;; measures the idiosynchratic distance between the com-
ponent of common trend u; and X;;.

In equation (4), the number of observations in the panel is less than the
number of unknowns in the model. Therefore, to be able to estimate the load
coefficients 9;; some structure for 6;; and u; must be given. Phillips and Sul
(2007), propose removing the common factor in the following way:

Xip  _ Ot
y I X w XL i
where h;; is the parameter of relative transition which measures the trajectory
of each region or country i from the relative position of departure towards the
common growth path. That is, it shows the transition trajectory of the region
i in relation to the average of the panel. As can be seen in equation (5), the

regional average of h;; is 1 by definition, and the variance meets the following
condition:

hiy =

(5)

N
1 e e o . .
Hi=5 Z{(hit ~1)> 0 if lim 6 =, for all i (6)
i=

Therefore, the hypothesis of relative convergence of Phillips and Sul (2007)
requires that equation (6) is met. To be able to specify the null hypothesis of
convergence, Phillips and Sul (2007) model o;; in the following way:

3 o )
6it:bi+0it€itf0it:Wft21f0i>0f0ralllft (7)

where a represents the speed of convergence.

The following hypothesis test is proposed to test the existence of global
convergence:

HO:9;,=6and a >0,
Hl:6;#0and a<0
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To decide whether or not to reject the null hypothesis, a model of regres-
sion logt is applied:

H
log(ﬁi)—Zlog(log(t)) =a+blog(t)+u,,t=1,2,...,T (8)

If there is convergence the variance across regions tends to zero, then h;; —
0 and H; — 0, which implies that log(%) — co. For this to happen, b > 0 must
happen. If b < 0, the hypothesis of global convergence is rejected, and we
therefore proceed with the identification of possible convergence clubs. The
identification of convergence clubs is performed through the application of
an iterative algorithm developed by Phillips and Sul (2007). The iterative
procedure to identify the convergence clubs is summarized in five steps:

1. Ordering of the data panel by cross-section: sort the data panel from
highest to lowest based on observations in the last period (in this case
2015).

2. Formation of convergence clubs: groups of regions start to form (in
this case departments) from the highest value of each variable in 2015,
in such a way that the groups will be formed by a number of regions
2 <k < N. The regression logt test is applied for the first group and the
statistical convergence statistic #; is calculated, choosing the value of k*
that maximizes t; (at a significance level of 5%) in accordance with the
following criterion:

k* = argmaxk {t;} conditioned to min {t;} > -1.65

This is done for the first two regions, and if it happens that the criterion
is not met, then it is repeated with the second and the third and so on
successively until a pair of regions meet the criterion. If it should be
the case that there are no pairs of regions/departments that meet the
criterion, we can conclude that no convergence clubs exist in the data
panel.

3. Screen the data to form convergence clubs: if in the previous step there
is a pair of departments which meet the established criterion, then fur-
ther departments are added in the order that they appear in the data
panel (considering that they are already ordered) until the criterion is
no longer met. At this point we set the critical value c* to the conserva-
tive value of zero, in accordance to Phillips and Sul (2007) and Sichera
and Pizzuto (2019), since T = 9 in our sample.

4. Repetition and detention rule: we begin with the department that broke
the rule in the previous step. Department after department is added
while the established criterion is met. Once the criterion is broken, we
stop and begin again. In the case where k does not exist in step 2 whose
{tx} > —1.65, it is concluded that the departments are divergent.

5. Club merging: Schnurbus, Haupt, and Meier (2017) propose a fifth
step, which we incorporate into the analysis following Du (2017). The
procedure, known as “club merging”, implies the union of those clubs
that meet the convergence hypothesis together. The procedure consists
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of running the regression logt test for the initial clubs 1 and 2, and if
they meet the convergence hypothesis together, joining them to form a
new convergence club, named now club 1. Later, run the logf test for the
new club 1 and the initial convergence club 3 and continue identifying
whether the convergence hypothesis is met by the two clubs together,
and so on, successively, forming all the possible combinations of clubs.
This way, one would reach the lowest possible number of convergence
clubs.

4 Results

4.1 Multidimensional development indicator

At the first stage of the construction of the indicator we considered 6 dimen-
sions or Factors and 44 variables or Indicators. Variables with scarce varia-
tion, low quality and intermittent availability were discarded from the anal-
ysis at this stage. Dimensions reflect factors of regional development, follow-
ing previous studies (iMmco, 2020; MINISTERIO DE HACIENDA, 2018; UNIVERSIDAD
AUTONOMA DE cHILE, 2019) that seek to provide useful inputs to public pol-
icy. After discarding low quality variables, we proceeded to conduct the PCA
analysis with 32 variables, grouped in six dimensions or Factors. Weights a’s
are obtained from conducting a PCA on each set of variables (i.e., each Factor)
separately. We construct each Factor by applying the @ weights emerged from
each PCA to the standardized values of each variable.

At the second stage, equation (2) is estimated through a Panel Corrected
Standard Errors (PCSE) model, which corrects for heteroscedasticity in the
panel and contemporary autocorrelation to ensure reliable standard errors
(BECK; KATZ, 1995). When estimating equation (2), two Factors (containing a
total of 14 variables) did not prove to be significant, and were consequently
discarded*. Therefore, our multidimensional indicator of departmental de-
velopment (ID) is constructed as the weighted sum of four factors® that ag-
gregate a total of 18 variables (a brief description of final Factors and variable
sources are included in Table A.1 in the Appendix A).

Table 1 shows the results from the application of the principal component
analysis for final significant dimensions. Table 1 also includes the total ex-
plained variation (EV) by the principal component, estimated as the percent-
age of the total variation, and the overall Kaiser-Meyer-Olkin (KMO) measure
of sampling adequacy, for each PCA. Variables included within each dimen-
sion have the expected sign and explain, in all cases, more than 50% of the
variation of each dimension®. Thereby, we consider heterogeneous variation
in the values of indicators for different departments.

4Factors discarded represented environmental and citizen participation dimensions. Full set of
variables, dimensions, and initial estimations are available upon request

S5Factor 1 includes variables related to some characteristics of the judicial system and the effi-
ciency of the police. Although there should be no huge differences in institutional aspects within
a unitary republic like Uruguay (we thank an anonymous referee for pointing this to us), this
Factor illustrates significant differences across Departments, and it is therefore included in the
indicator

6The variable number of crimes for every 1,000 inhabitants is calculated as 1/crimes, and there-
fore the expected sign is positive.



Table 1: First principal component for final Factors (F)

1. Citizen security and legal system (F1)

Component 1 Coef. Std.Err Z P>z EV
Number of judges per thousand inhabitants (log_judges) 0.35 0.08 412 0 64%
Number of crimes per thousand inhabitants (log_oneovercrimes) 0.67 0.03 2531 0

Efficiency indicator of the police (efficiency_justice) 0.66 0.03 2062 0

KMO statistic 0.5378

2. Inclusive, educated and healthy society (F2)

Component 1 Coef. Std.Err Z P>z EV
Life expectancy (log_expectancy) 0.23 0.05 498 0 51%
Percentage of households in poverty (log_poverty) -0.42 0.03 -15.83 0

Health sector employees (log_emp_health) 0.37 0.03 1097 0

Access to drinking water at home (log_drinking_water) 0.47 0.02 2331 0

Rate of female activity (log_fem_act) 0.41 0.03 1481 0
Proportion of EAP who have secondary education or higher (log_eap_sec&ter) 0.47 0.02 25.2 0

Students enrolled in secondary education. In percentage of 11 to 18 years old (log_grad_sec)  0.14 0.05 2.75 0.01

KMO statistic 0.8255

3. Efficient and dynamic factors markets (F3)

Component 1 Coef. Std.Err Z P>z EV
Average income of employees who have secondary education or higher (log_income_sec&ter)  0.56 0.04 1558 0 57.8%
Average income (without locative value) per capita per hour worked (log_income_perhour) 0.60 0.02 2597 0

Industry productivity (log_prod_industry) 0.44 0.05 856 0
Productivity of commerce, repairs, restaurants and hotels (log_prod_crrrh) 0.37 0.06 6.02 0

KMO statistic 0.6139

4. Physical and technological infrastructure (F4)

Component 1 Coef. Std.Err Z P>z EV
Internet access at home (log_internet) 0.47 0.06 751 0 50.7%
Ownership of landline at home (log_tel) 0.57 0.04 1298 0

Passenger movement in ports (log_passengers) 0.29 0.09 327 0

Energy distributed per capita (log_energydistpc) 0.60 0.04 14.68 0

KMO statistic 0.5050

Source: own calculations.
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Table 2: Estimation for the period 2007-2015 (Eq.2)

Dependent variable: log(y)

Coef. Std. Err. z P>z
F1 0.05 0.01 4,37 0.00
E2 0.05 0.02 2.9 0.00
F3 0.15 0.04 3.72  0.00
F4(-1)  0.05 0.02 2,62 0.01
_cons 11.92 0.07 171.32  0.00
Rho 0.2921278

Note: regressions include time dummies.
Source: own computations.

Table 2 presents the estimation of equation (2) for the whole period: from
2007 to 20157. Factor four is included with a one period lag since this im-
proves the estimation. Lagging Factor four improves both the estimation of
the coefficient in its corresponding Factor and the overall fit of the model.
We follow this procedure because the overall objective of estimating equa-
tion 2 is to obtain reasonable weights to aggregate Factors into one indicator,
not to conduct any forecasting or inference analysis. Furthermore, we aim to
provide an alternative (more rigorous) method for aggregating Factors than
currently used in the literature (i.e., development experts suggestions on the
relative importance of Factors, as in Rodriguez Miranda, Cossani, and Parrao
(2021), and others). Coefficients evidence the weight of each dimension in the
variability of the dependent variable explanation, the log of the departmental
per capita GDP. Estimation results show that dimension 3 (F3: Efficient and
dynamic market of factors) is the one with the higher weight. Nevertheless,
dimensions 1, 2 and 4 (F1: Citizen security and legal system, F2: Inclusive,
educated, and healthy society, and F4: Physical and technological infrastruc-
ture) also provide information about the variability of GDP per capita of de-
partments, since all their coefficients are significant.

We re-estimate equation (2) using alternative time windows to check the
robustness of our results. These exercises show that neither the coefficients,
nor their significance change significantly in the alternative estimations (see
Tables A.2 and A.3 in the Appendix A).

Using the estimated weights of each factor presented in Table 2, the 19
regional IDs are constructed as the weighted sum of the 4 dimensions (or fac-
tors). Figure 1 shows the index for the period 2007-2015 for the 19 Uruguayan
departments.

Figure 1 indicates that in general the ID of all departments increases over
the period considered, apparently showing signs of sigma convergence, given
that the dispersion of the ID of departments tends to decline over time. To test
the latter claim, we plot the densities of the 19 departments for three years
(see Figure 2): the beginning of the sample (2007), four years later (2011),
and the end year of the sample (2015). Casual observation suggests that the
variance of the distribution declines from 2007 until 2011 (the distribution
is thinner for 2011 than for 2007), but the change from 2011 to 2015 is not

7Given that dimension 4 is included with a lag, we lose 1 year and it is only possible to estimate
the multidimensional development indicator for 9 years (i.e. from 2007 to 2015).
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Figure 1: Multidimensional index of departmental development
of Uruguay (2007-2015)
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Source: own computations.

Figure 2: ID Densities for 2007, 2011 and 2015
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that clear. Estimated standard deviations for the ID are 0.29, 0.19, and 0.18
for 2007, 2011, and 2015, respectively®. We can therefore not conclude on the
existence of sigma convergence in the ID during the period.

Our methodology permits to disentangle the evolution of the ID by consid-
ering each one of the Factors (development factors or dimensions) and analyze
its evolution over time. Figures 3 to 6 display each one of the four Factors over
the whole period.

Figure 3 shows a negative trend in the dimension “Citizen Security and

8Summary statistics are available at the Appendix A (see Table A.4).
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Figure 3: Factor 1: Citizen Security and Legal System
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Legal System” for most departments. Although some departments exhibit
an improvement in its relative position, overall, a convergence towards lower
absolute values in this dimension can be observed. The overall downward
trend exhibited by most departments in this Factor indicates that the benefits
of the growth process experienced by the country during the period did not
affect all dimensions of human development in the same way. The decrease
in the values of this dimension of development indicates that policymakers
should consider improvements in this area. The evolution of the Montevideo
department is interesting to note, it is consistently the lowest ranked region
throughout the analysis, with only a modest improvement at the end of the
period.

As opposed to Figure 3, Figures 4 and 5 show an upward trend in their
dimensions. Figure 4 plots the departmental values for the second factor of
the ID: “Inclusive, Prepared and Healthy Society”. In this case we observe
values that are somewhat more dispersed than in Figure 3, indicating a higher
variance in the second dimension of development than in the former one.
Also, departments that belong to club 3 (in green color) are consistently at the
bottom of the graphic representation, indicating that improvements in this
factor are critical for these Departments.

Figure 5 plots the third factor: “Efficient and Dynamic Factors Markets”.
The most important characteristic exhibited by this factor is the relatively
(when considering the three other factors) low variability of the values across
Departments and years. This indicates that in the most relevant Factor (in
terms of the weight associated to it), departments with relatively low/high
values are not that far apart. Income and productivity measures for most
Departments increased consistently during the period, at a higher pace during
the period 2007 — 2010.

In Figure 6 a positive trend in the dimension “Physical and Technological
Infrastructure” is noted, although not as marked as in the two previous cases.
Values for this factor show a relatively higher dispersion than for the previous
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Figure 4: Factor 2: Inclusive, Educated and Healthy Society
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Figure 5: Factor 3: Efficient and Dynamic Factors Markets
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Figure 6: Factor 4: Physical and Technological Infrastructure
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factor. In this factor, both Montevideo and Colonia (two Departments that are
in club 1) are consistently at the first and second place of the distribution.

4.2 Convergence

Once the indicator of departmental development (ID) has been constructed,
the convergence analysis is performed following the methodology proposed
by Phillips and Sul (2007). The data panel contains information of the ID
for the 19 departments of Uruguay for the period of 2007 to 2015. Thus, the
panel data is composed of 171 observations.

To perform this analysis we follow the steps proposed by Du (2017). Firstly,
the existence of global convergence in the 19 departments is analyzed, and
the convergence hypothesis is estimated at a significance level of 5%. The log
t test is applied to the variable ID. The coefficient estimated is b = —0.89 and
the value of the statistic is + = —=2.73. In accordance with the decision rule
(t < -1.65), the null hypothesis of joint convergence is rejected, and therefore,
the possible existence of “clubs” of convergence between departments must
be analyzed.

An iterative process is then performed as proposed by Phillips and Sul
(2007) to determine the existence of convergence clubs. Table 3 shows the re-
sults of the club analysis applied to the data panel. As can be seen in the table,
three convergence clubs are found, and no divergent department is identified.
The values of the t statistic in the three cases show that convergence cannot
be rejected (we cannot reject that b is equal or greater than 0).

Club 1 is formed by four departments: Colonia, Lavalleja, Montevideo
and Soriano. This is the club which on average, considering the ID, shows the
best performance throughout the period and includes the capital of Uruguay
where more than 40% of the national population resides. The value of b is
linked to the speed of convergence, and hence this first club experiences the
fastest convergence of the three clubs.
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Table 3: Convergence Clubs in the Multidimensional Index of Departmental
Development

Club  Number Departments b t-Stat. ID Averages by year
of Members 2013 2014 2015
1 4 Colonia, Lavalleja, 0.19 0.34 12,22 12.27 12.24
Montevideo, Soriano
2 10 Canelones, Durazno, -0.14  -0.27 12.00 12.05 12.05
Flores, Florida,
Maldonado, Paysandua,
Rocha, Rio Negro,
San José, Treinta y Tres
3 5 Artigas, Cerro Largo, -0.19  -0.30 11.84 11.82 11.85
Rivera, Salto,
Tacuarembd

Source: own computations.

Club 2 is the largest of the three by size and comprises 10 departments:
Canelones, Durazno, Flores, Florida, Maldonado, Paysand(, Rocha, Rio Ne-
gro, San José and Treinta y Tres. In this case, the coefficient estimated for b
is less than 0 (even though the t-statistic shows that we cannot reject the hy-
pothesis that b>0), which indicates weak evidence of club convergence. This
club 2 shows a medium performance of its ID index.

Club 3 is formed by 5 departments: Artigas, Cerro Largo, Rivera, Salto
and Tacuarembo and represents those departments which have had the worst
average performance in the value of the ID. As with Club 2, the coefficient
estimated for b is less than 0 (even though we cannot reject the hypothesis
that it is 0 or greater than 0 in statistical terms), which represents weak evi-
dence of convergence within the club. Club 3 shows the worst ID performance
throughout the period.

Results from the convergence analysis are consistent with the findings of
the local spatial exploratory analysis: for the year 2015, club 3 members are
identified only as cold spots, whereas club 1 members are identified only as
hot spots. Hot spots departments are members of Clubs 1 and 2 only (see
Table A.7).

For clubs 2 and 3, the number of departments that maximize the t statistic
for each subgroup determines that b point estimates are negative, although
in neither case sufficiently large to reject the null hypothesis of convergence.
In the spirit of Phillips and Sul (2007, pp. 1811) this constitutes rather weak
evidence of convergence.

Finally, the fifth step (club merging) is applied as suggested by Schnurbus,
Haupt, and Meier (2017). That is, we analyze the possibility of merging those
clubs which together satisfy the convergence hypothesis. This exercise did not
result in the union of any of the clubs. As a result, the final classification is
the 3 clubs which are shown in Table 3.

As noted above, h;; measures the path of each region i from its relative
position of departure towards the common growth path. This parameter can
be interpreted as showing the extent to which a region shares at each point
in time in the common growth component. Additionally, since h;; is time
dependent and provides a description of how this share evolves over time,
and therefore traces out a transition curve for region i.
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Figure 7: Departments Relative Transition Curves
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According to Figure 7, transition curves® (h;;) for each department show
that clubs converge to different stationary states. Between 2008 and 2011
there was a slight convergence between the three clubs, while since 2012 the
transition behavior differs across clubs.

Alternatively, in Figure 8, transition curves are represented by clubs and
in terms of the global average of the panel. Values of h;; above one indicate re-
gions (or a club in this case) whose share in the common growth path exceeds
the panel average at time t. As previously mentioned, Club 1 is the one that
shows the best performance with values always better than the average, Club
2 shows values around the average (oscillating around 1), and Club 3 always
presents below average values. According to theory, under the assumption
of convergence for the full panel of departments, the relative transition path
tends to unity for all departments. On the other hand, under the assumption
of club convergence (i.e., when groups of departments converge to different
equilibria) the relative transition paths of the members of each club converge
to different constants.

Observing the geographical location of the convergence clubs, it can be
noted that there is an association between belonging to a club and its location
on the map of Uruguay. In other words, clubs are mostly defined by its geo-
graphical localization. Therefore, it could be said that the club convergence
method captured the geographical dimension of the development index.

As Figure 9 indicates, Club 1 is comprised of departments which are in the
southern half of the country, including the capital. On the other hand, among
the 10 members of Club 2, only 2 departments are in the northern half. Fi-
nally, Club 3 is comprised of departments from the north and northwest of
the country, presenting a clear territorial distribution. Results are similar but
not equal to those found by national studies Rodriguez Miranda and Menén-

9To estimate transition curves, we use equation (5) of section 3.2
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Figure 8: Clubs Relative Transition Curves
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Figure 9: Convergence clubs in Uruguay

Source: own computations.
Note: Club 1: blue, Club 2: red, Club 3: green.
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Figure 10: Average of factor values by department (2007-2015).
Averages +4 for ease of presentation.
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dez (2020) that use different methodologies for the regionalization as well as
a one-dimensional indicator (GDP per capita).

The results could be interpreted as a reflection of a relative lag in devel-
opment that exists in the departments in the north and northwest region of
the country. Therefore, regional development grade seems to fade as depart-
ments or regions distance from the country’s capital, which boasts one of the
highest values in the development index. Additionally, the multidimension-
ality of our indicator identifies the factors or dimensions that may explain
club-convergence results. Figure 10 could give a first approach to this issue,
but an extensive analysis has to be conducted in future research in order to
identify the causality from development factors to regionalization results in
the convergence analysis.

Figure 10 is constructed by averaging values in each factor across depart-
ments. This graphic representation aims to identify areas in which a depart-
ment needs to significantly improve its performance. As can be noted, depart-
ments that are grouped in Club 1 have the highest average values in almost
all the dimensions (except for Montevideo in the first factor), mainly in fac-
tor 3 (which has the highest weight in the index). Departments that belong
to Club 3 shows small average values in almost all dimensions, meanwhile
Club 2 shows more heterogeneity. It is clear from the graph that Montevideo,
Maldonado and Canelones need to design and implement policies that can
modify aspects of development referred to citizen security and measures of
efficiency of the police. Cerro Largo has the lowest average values on factors
2 and 3, indicating a critical situation of that department in these factors.
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5 Conclusions

We build a multidimensional indicator of regional development (ID) based
purely on statistical and econometric techniques. Then, we investigate the
dynamics of regions by conducting a convergence analysis that follows the
methodology of Phillips and Sul (2007). As far as we know, no previous stud-
ies have applied this analysis to a multidimensional indicator of regional de-
velopment as the one constructed here. The periodical generation of develop-
ment indicators similar to ours, together with the convergence analysis, could
become an important instrument for territorial development policy aimed at
closing regional development gaps.

The convergence analysis performed in this paper indicates that, even
though Uruguay is a small size country that exhibited a strong dynamism
in the period analyzed, there is no evidence of global convergence between
its 19 departments. This means that, although all departments show an im-
provement in their level of development, disparities between them do not
seem to be reduced, except for specific regions. These results are in line with
those found by Rodriguez Miranda and Menéndez (2020), who suggest that
the positive impact of the economic expansion was not homogeneous in all re-
gions and point out the persistence of inequities linked to structural features.
In addition, Rodriguez Miranda, Cossani, and Centurién (2022) also find that
most Latin American countries exhibit persistent inequalities across regions.

We found a regionalization in terms of convergence, in which 3 distinct
convergence clubs can be distinguished which seems to have a geographical
correspondence. Clubs are characterized by different levels of development
and speed of convergence and have a territorial correspondence.

The development indicator and the convergence analysis performed in this
paper could be useful for regional and national public policy. During the pe-
riod analyzed Uruguay exhibited characteristics instrumental to closing in-
equality gaps. Although income-based measures of inequality were certainly
reduced at the country level, departmental convergence was not found. Our
paper constitutes evidence in favor of the persistence of regional inequalities,
common to most countries in the world, that do not disappear even in the
presence of periods of positive growth at the country level. Our methodol-
ogy can be readily applied to other contexts, to monitor the performance of
different regions in terms of development.

The findings of this paper contribute to the debate of the optimal design
of development policies. Here we document the persistence of geographical
inequalities in the development process of Uruguay. These inequalities have
been present for a long time in this country. Starting at the country’s birth
as an independent republic (in 1828), the departments located in the North
East region have always been laggards in the growth process. This process is
consistent with the no overall convergence and the convergence in three clubs
findings. The former means that inequalities persist (as all departments have
not or are not converging to the same ID level), while the latter documents
the existence of a set of departments that converge to a relatively low ID level
(club 3).

When the different dimensions of development are analyzed separately,
factors 2 and 4 (Inclusive, Educated and Healthy Society; and Physical and
Technological Infrastructure) stand out as those that reflect better the persis-
tent heterogeneity in development of the three clubs.
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Factor 4 is linked to the productive structure of the country, where most
of the GDP is generated close to the capital of the country, Montevideo. This
also implies an imbalance in infrastructure investment and the incapacity for
generating policies that attract more private investment to less developed re-
gions, with its associated endogenous capacity of generating the attraction
of public infrastructure. This is partially changing with the construction of
mega paper mills in the less developed areas of the country in the last years.
However, this is an ongoing process that probably is not yet captured by the
data that we are working with.

Factor 2 includes variables associated with poverty, health and education.
Some of these variables are endogenously associated with the productive struc-
ture of the different regions. However, variables related to the education pol-
icy can also be an attraction factor for private investment to the different re-
gions. Recently, a policy of installing tertiary education institutions in less
developed areas of the country has been put in place. This again is a very re-
cent development in the country, and it could probably have an impact in the
convergence of regions in the future. In our data, this is not yet reflected.

As we cannot attribute the absence in general convergence, or the inability
of some regions to take off, to autonomous departmental economic policies
or significant geographical accidents, we can conjecture that economic devel-
opment policies would not have been suitable enough for lagging regions.
According to our findings, one should further delve into which are the ulti-
mate reasons for these differences in development paths to be so persistent.
Our paper, thus, emphasizes relevant regional development debates, like the
place-based versus place-neutral Barca, McCann, and Rodriguez-Pose (2012)
approaches to regional development.

Our analysis is not exempt from limitations that should be addressed in
future research. First, data availability restricts the sample of the conver-
gence analysis to 9 years. This constitutes a relatively short horizon to an-
alyze development processes. Second, we do not perform an exhaustive spa-
tial exploratory analysis. Finally, our methodological approach with respect
to principal component analysis does not incorporates spatial and temporal
dimensions. All these issues constitute avenues for further research.
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Table A.1: Dimensions and variables (a list of acronyms is available below)

Variable (variable name) Description Unit Source
1. Citizen security and legal system
Number of judges per Number of judges/1,000 in- N Judicial Branch
thousand inhabitants  habitants and INE
(log_judges)
Number of crimes per Number of crimes/1,000 in- N Interior
thousand inhabitants  habitants Ministry and
(log_oneovercrimes) INE
Efficiency indicator of the New cases/crimes N Interior
police (efficiency_justice) Ministry and
Judicial Branch

2. Inclusive, prepared and healthy society
Life expectancy  Life expectancy at birth, both ~ Years INE
(log_expectancy) sexes
Percentage of households in  Number of households with  Percentage MIDES
poverty (log_poverty) per capita income below the

poverty line/total pop.
Health sector employees Health  sector  employ- Percentage ECH-INE
(log_emp_health) ees/total population
Access to drinking water at Households with access to  Percentage MIDES
home (log_drinking_water) drinking water/total popula-

tion
Rate of female activity Female labor force participa-  Percentage MIDES
(log_fem_act) tion rate
Proportion of EAP who Number of individuals who Percentage ECH-INE
have secondary education or  have secondary education or
higher (log_eap_sec&ter) higher/EAP
Students enrolled in sec- Number of students enrolled  Percentage ANEP-ECH
ondary education. In per- in secondary education/pop.
centage of 11 to 18 years old  between 11 and 18 years
(log_grad_sec)
3. Market of efficient and dynamic factors
Average income of em- Income measured in con- LCUin ECH-INE
ployees who have sec- stant local currency units thou-
ondary education or higher (LCU) of 2015 sands
(log_income_sec&ter)
Average income  (with- Income measured in con- LCUin ECH-INE
out locative value) per stant local currency units thou-
capita per hour worked (LCU)of 2015 sands
(log_income_perhour)
Industry productivity  Industry value added/hours N/A OPP-BCU-
(log_prod_industry) worked ECH-INE
Productivity of commerce, Commerce, repairs, restau- N/A OPP-BCU-
repairs, restaurants and ho- rants and hotels value ECH-INE
tels (log_prod_crrrh) added/hours worked

Source: Author’s compiled database.
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Table A.1: Dimensions and variables (a list of acronyms is available below)

(continued)

Variable (variable name)

Description

Unit Source

4. Physical and technological infrastructure

Internet access at home

(log_internet)

Ownership of landline at
home (log_tel)

Number of households with
internet access/total number
of households

Number of households with
phone landline/total num-
ber of households

Percentage MIDES

Percentage MIDES

Passenger movement in ports ~ Number of passengers N INE
(log_passengers)

Energy  distributed per Total electric energy dis- MWh UTE- OPP- INE
capita (log_energydistpc) tributed/population

Source: Author’s compiled database.

Table A.2: Estimation window 2007-2014. Depen-
dent variable: log(y)

Coef. Std. Err. z P>z
F1 0.05 0.01 4.35 0.00
E2 0.05 0.02 2.79 0.01
F3 0.15 0.04 3.46 0.00
F4(-1)  0.04 0.02 231 0.02
_cons 11.93 0.07 160.03 0.00
Rho 0.2637349

Note: regressions include time dummies.

Table A.3: Estimation window 2007-2013. De-
pendent variable: log(y)

Coef. Std. Err. z P>z
F1 0.05 0.01 3.91 0.00
E2 0.05 0.02 2.68 0.01
F3 0.15 0.05 3.18 0.00
F4(-1)  0.04 0.02 2.10 0.04
_cons 11.92 0.08 150.49 0.00
Rho 0.24635

Note: regressions include time dummies.

Table A.4: Development Indicator (ID) Summary Statistics

Mean Std. Dev.
Variable Obs.
2007 2011 2015 2007 2011 2015
1D 19 11.51882 11.95122 12.03652 .2282308 .1864784 .1770549
pctofmID 19 1 1 1 .0198137 .0156033 .0147098

Note: “pctofmID” is the variable ID as a percentage of its mean for each year (it is the
variable whose density is plotted in Figure 2).
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Table A.5: Moran’s I Statistic (2015). Distance: 200 km:s.

Moran’sI ~ Mean SE z-stat p-value
pcgdp 0.357244  -0.05556  0.113975  3.621835  0.000293
d1 0.35658 -0.05556  0.113462  3.632366  0.000281
d2 0.357234  -0.05556  0.113747  3.629019  0.000285
d3 0.388686  -0.05556  0.113935  3.899093  9.66E-05
d4 0.437373  -0.05556  0.114513  4.304571  1.67E-05

Source: Author’s own calculations.

Table A.6: Number of Hot and Cold Spots According to
Getis—Ord Statistic (2015). Distance 200 kms.

Cold Spots Hot Spots

Significance Level Significance Level
1% 5% 5% 1%

dpcgdp O 2 14 3 0

d1 0 0 19 0 0

d2 1 3 8 1 6

d3 1 0 17 1 0

d4 0 2 10 3 4

Source: Author’s own calculations.

Table A.7: Departments Identified as Hot and Cold Spots According to
Getis—Ord Statistic (2015). Distance: 200 kms.

Cold Spots
Significance Level
5% 1%
dpcgdp N/A Tacuarembd, Cerro Largo
d1 N/A N/A
d2 Rivera Tacuarembo, Cerro Largo, Artigas
d3 Tacuarembo N/A
d4 N/A Tacuarembd, Cerro Largo
Hot Spots
Significance Level
5% 1%
dpcgdp Colonia, Soriano, Flores N/A
d1 N/A N/A
d2 Lavalleja Flores, Florida, Colonia,
Canelones, Montevideo, San José
d3 Flores N/A
d4 Maldonado, Colonia, Florida, Canelones, Montevideo,
Flores San José

Source: Author’s own calculations.
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Table A.8: List of Acronyms

ANEP National Administration of Public Education (Uruguay)

BCU Central Bank of Uruguay

ECH Households Continual Survey

IMCO Mexican Institute for Competitiveness (Mexico)

INE National Statistics Institute (Uruguay)

MIDES Social Development Ministry (Uruguay)

OPP Office of Planning and Budget (Presidency of the Republic -
Uruguay)

UTE National Administration of Electricity Transmission and Power
Plants
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Resumo

O presente artigo analisa a pobreza e desigualdade pela 6tica da renda
e multidimensional no Brasil em 2004-2008 e 2016-2019. Desse modo,
empregaram-se os dados da Pesquisa Nacional por Amostra de Domicilios
(PNAD) dos anos de 2004 e 2008 e da PNAD Continua para 2016 e 2019.
Utilizamram-se as metodologias de Foster, Greer e Thorbecke (1984) e Al-
kire e Foster (2011) e o indice de Gini. Os resultados demonstram que a
pobreza e desigualdade pelas duas 6ticas reduziu em 2004-2008. Toda-
via, em 2016-2019 houve crescimento da pobreza multidimensional. Tais
resultados podem servir para a elaboragao de politicas para a redugao dos
indices.
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This paper analyzes poverty and inequality from an income and mul-
tidimensional perspective in Brazil between 2004-2008 and 2016 2019.
Thus, data from the Pesquisa Nacional por Amostra de Domicilios (PNAD)
for the years 2004 and 2008 and the PNAD Continua for 2016 and 2019
were used. The methodologies of Foster, Greer, and Thorbecke (1984)
and Alkire and Foster (2011) and the Gini index were used. The results
show that poverty and inequality from both perspectives reduced in 2004-
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1 Introducéo

A importancia de combater a pobreza tem sido pauta relevante, principal-
mente, para os paises em desenvolvimento. Isso porque a contra¢do da po-
breza e a melhora das condi¢des de vida da populagao sao importantes para
estimular o desenvolvimento e crescimento econdmico. Mesmo com toda essa
preocupacgao, nao ha um consenso sobre o conceito e mensurag¢ao da pobreza.
No decorrer da histéria, foram introduzidas diversas defini¢des sobre o tema,
havendo alguns pontos em comum entre os autores que abordam o assunto.

A mensuragio da pobreza é usualmente estudada em termos da renda,
sendo a insuficiéncia de renda a maneira utilizada para a identificacao das
pessoas pobres. Devido as constantes criticas atribuidas a essa abordagem,
como a identificacdo das necessidades humanas com base unicamente em re-
querimentos fisioldgicos e a permanéncia da pobreza e das condi¢des de vida
inadequadas mesmo diante de cenarios com crescimento econémico, surgi-
ram outras concepgdes para a mensurac¢ao da pobreza. A andlise dessa “nova”
conceituacao é feita por meio de evidéncias que a mensuracao do bem-estar
deve agregar uma multiplicidade de dimensdes, que vdo muito além da ques-
tdo monetaria, incluindo dimensdes como educagao, habitacdo, saneamento,
entre outras, chegando-se um conceito multidimensional. A mensuragao ba-
seada meramente na insuficiéncia de renda, nao leva em conta as dimensoes
do bem-estar que podem nao ser atendidas por meio da renda. Esse mesmo
raciocinio se aplica a desigualdade, que pode ser estudada com base estrita-
mente na renda ou em um conjunto de dimensoes.

A politica econdmica e social no Brasil adotada na primeira década do
século XXI contribuiu para a redu¢do da pobreza por insuficiéncia de renda e
da concentra¢ao da renda no pais. Mas, especialmente a partir de 2015, houve
mudancas nos rumos da politica econdmica, e esses aspectos podem afetar os
indicadores sociais. Assim, é importante analisar a pobreza e a desigualdade
no contexto brasileiro tanto pela dtica da insuficiéncia de renda, quanto pela
otica multidimensional, nesse periodo.

Perante a esse cenario, neste trabalho, objetiva-se analisar a pobreza e a de-
sigualdade pela 6tica da renda e multidimensional no Brasil nos periodos de
2004-2008 e 2016-2019. Para alcangar esse objetivo utilizam-se microdados
da Pesquisa Nacional por Amostra de Domicilios (PNAD) dos anos de 2004
€ 2008, e da PNAD Continua (PNADC) dos anos de 2016 e 2019, ambas rea-
lizadas pelo Instituto Brasileiro de Pesquisa e Geografia (IBGE). A op¢ao por
essas bases de dados se justifica pela disponibilidade de informacdes nos anos
analisados nesta pesquisa.

A escolha do periodo de investigacdo se deve as peculiaridades e especifi-
cidades do desempenho econdmico do pais nesses recortes temporais. O pri-
meiro periodo representa um momento de crescimento econémico, enquanto,
o segundo momento de analise, corresponde a um periodo de crise econd-
mica. Para verificar a pobreza por insuficiéncia de renda e multidimensional
utilizam-se respectivamente os indices de Foster, Greer e Thorbecke (1984) e
de Alkire e Foster (2011). Além disso, para a mensuracao da desigualdade
utiliza-se o indice de Gini.

Além desta secao introdutdria, este trabalho esta estruturado em quatro
secOes. A primeira parte evidencia a pobreza e a desigualdade, apontando as
principais caracteristicas e abordagens sobre o tema na literatura econémica.
Em seguida, é demonstrado os materiais e métodos utilizados para atingir o
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objetivo central do trabalho. Na terceira parte, sdo apresentados os resultados
da pesquisa, dando énfase para as principais consideracoes sobre a pobreza e
desigualdade. Por fim, sdo expostas as consideracdes finais, destacando-se as
principais conclusdes como forma de direcionar o enfrentamento da pobreza
e desigualdade no territério brasileiro.

2 Pobreza e desigualdade: muito além da renda

No decorrer da histéria foram debatidas diferentes conceituagdes de pobreza,
sendo que ainda ndo ha uma consonancia na literatura sobre a sua definicao
e mensuracao. A representacao do tema atravessou importantes transforma-
¢Oes, interpretada por distintas escolas de pensamento. As diferentes ideias
de abordagem demonstram as suas formas de trata-la e mensura-la. Ou seja,
além de buscar conceitua-la, também se propoe medidas para dimensiona-la.

As pesquisas cientificas sobre a pobreza se intensificaram no final do sé-
culo XIX e no inicio do século XX. A definicdo sobre o assunto foi se moldando
no decorrer dos séculos, sendo que no fim do século XIX, a pobreza era inter-
pretada como uma ideia de subsisténcia e sua mensuragao era baseada em ter-
mos da renda. Os pesquisadores que iniciaram esses estudos sobre a pobreza
fundamentada em apenas uma dimensao — com base na insuficiéncia de renda
ou consumo — foram Charles Booth e Seebohm Rowntree (serra, 2017). Nessa
abordagem, para a identificacdo das pessoas pobres, normalmente, define-se
uma linha de pobreza ou nivel de corte abaixo do qual as pessoas sao classifi-
cadas como pobres.

A pobreza pode ser conceituada de forma absoluta', que sob o enfoque da
renda ou consumo pode ser entendida como o minimo de rendimento sufici-
ente para que a pessoa possa adquirir calorias minimas fundamentais para a
reproducao fisioldgica. A esse valor minimo, agregam-se despesas com mora-
dia, transporte, dentre outros (SALAMA; DESTREMAU, 1999). Essa defini¢do esta
relacionada com as necessidades minimas necessarias para a sobrevivéncia do
individuo (siLva, 2009).

Outra forma de se conceituar a pobreza se da de maneira relativa, que
se refere as satisfacoes das necessidades dos individuos segundo o padrao de
vida prevalecente na sociedade (rRocHa, 2006). As familias pobres sdo aquelas
que ndo podem usufruir dos recursos e necessidades essenciais da sociedade,
as quais lhes permitem concretizarem fun¢des enquanto integrantes do corpo
social. De uma maneira ou de outra, o esfor¢o das nagdes em atingir uma
sociedade mais justa e, consequentemente, o combate a pobreza, requer, por
exemplo, da defesa da cidadania? como direito de todos (copEs, 2005).

A abordagem da pobreza baseada na renda ou consumo sofreu questio-
namentos devido a permanéncia da pobreza e das condi¢des de vida inapro-
priadas dos individuos, mesmo diante de contextos de crescimento da renda.
Esses aspectos sucederam-se tendo em vista que certas necessidades basicas

10s individuos que estao em situagao de extrema pobreza sdo chamados de indigentes, isto é, sdo
aqueles que estao localizados abaixo da linha de indigéncia (siLva, 2009).

2 As ponderagdes sobre a questio relativa da pobreza concebem uma discussio em torno da iden-
tificacao da pobreza sobre o ambito da cidadania, tendo em pauta a negagdo desses direitos para
a sociedade. Desta maneira, instiga um grande desafio para criarem populag¢des mais igualitérias,
sendo esse o modelo a ser empregado para averiguar o desempenho do desenvolvimento que se
deve atingir. Desse modo, o argumento da cidadania alicerga no cerne do debate sobre a pobreza
(copes, 2005).
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humanas nao foram alcancadas mediante a renda. Assim, surgiram as abor-
dagens das necessidades basicas e das capacita¢des, que sao bases tedricas
para o entendimento da pobreza multidimensional. A ideia da multidimensi-
onalidade da pobreza diz respeito a agregacao de dimensdes, além da renda,
que afetam o bem-estar.

Na defini¢ao das abordagens das necessidades basicas é fundamental go-
zar de condi¢Oes minimas para satisfazer as necessidades de subsisténcia, mo-
radia, vestuario e equipamentos. Isso demonstra uma expansao da definicao
de subsisténcia, uma vez que acentua as aquisicdes minimas requeridas, e
nao apenas condicoes de sobrevivéncia e competéncia de cada familia (copes,
2005).

Na abordagem das capacitagdes, apregoada pelo economista Amartya Sen,
a liberdade é um fator relevante para a vida das pessoas. Desse modo, para
eliminar a pobreza é necessario garantir e expandir as liberdades individuais
que ampliam as capacita¢des dos individuos. Nesse caso, a pobreza é vista
como privagao de capacitacdes® basicas que impede os individuos de atingir
funcionamentos* (sex, 2001).

As abordagens das capacitacoes e das necessidades humanas basicas po-
dem ser agregadas para constituir uma conceituagao mais completa da po-
breza multidimensional. Portanto, a pobreza pode ser classificada como um
conjunto de privagdes: materiais, relativas, atribui¢des politicas e sociais que
estdo em torno dos indices (copes, 2005). Além disso, sdo incorporadas ques-
toes voltadas ao trabalho, satide, ocupacao e outras dimensdes que colaboram
para a identificacdo das pessoas pobres (copes, 2005; serra, 2017). Nesse
sentido, para o enfrentamento da pobreza é necessario considera-la em um
sentido amplo com a inclusdo de fatores que viabilizem o acesso a uma vida
digna e plena.

A desigualdade é constantemente relacionada a pobreza, seja por insufi-
ciéncia de renda, seja em sua perspectiva multidimensional. Desse modo, a
forma de definir e mensurar a pobreza também interfere na forma de exa-
minar a desigualdade. Assim como a pobreza, a desigualdade é complexa
que se revela, sobretudo, por meio de duas dimensoes: econdmica e social. A
primeira dimensao é aquela que diferencia pessoas ou grupos sociais por in-
termédio de diversos fatores, como: salarios, meios de producdo, patrimonio,
consumo, dentre outros. Por outro lado, a social aponta as condi¢oes de acesso
a bens e servicos publicos dentro de uma sociedade, que nao estao garantidas
pela renda (TrOVAO, 2015).

O capitalismo nao conseguiu amenizar o problema da pobreza, tornando-
se uma preocupacao central dos governos. A desigualdade acompanhou esse
processo e no decorrer da trajetoria do desenvolvimento capitalista se agravou
diante das consequéncias desse sistema. Diante disso, a relevancia de comba-
ter a pobreza e desigualdade tem sido pauta importante para as nagdes. A
elevacao desses indices tem se apresentado como importantes agendas para
as politicas publicas do territério brasileiro (MONTALL; LESsA, 2016). Logo, a

3Na definicdo de capacitacdes, a pobreza nio é entendida somente pela restrita condicio de vida
em que a pessoa se encontra, mas também pela auséncia de oportunidades reais para alcangar
uma vida plena (sen, 1997).

40 funcionamento é compreendido como as diferentes acdes que um ser humano possa fazer
ou ser, como viver muitos anos, ter boa alimentagao, ter um 6timo convivio com as pessoas da
sociedade e muitas outras coisas valiosas que envolvem o cotidiano (sen, 1997).
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reducgao desses indices, juntamente com a melhora das condi¢des de vida da
sociedade, é justificativa para estimular o desenvolvimento socioecondmico.

3 Contexto brasileiro nos anos analisados

No Brasil, a primeira década do século XXI foi um periodo em que houve a
retomada na dinamica econdmica. A distribuicao de renda e a reducao da
pobreza foram aspectos fundamentais no contexto de desenvolvimento do
pais. Nos anos 2000, a economia foi estimulada por meio da ampliacdo do
mercado interno, impulsionado pelas politicas de renda e sociais propostas
pelo Governo Lula. De acordo com Paula e Pires (2017), desde o inicio dos
anos de 1980 a economia do pais oscilou em pequenos ciclos de crescimento,
tornando-se padrao no decorrer dos anos 2000.

No governo Lula, reuniu-se o crescimento econémico com a geragao de
empregos e melhora na distribuicdo de renda, para que assim, fosse possi-
vel reduzir a pobreza por insuficiéncia de renda no pais (oLiveira, 2015). O
Estado passou a empregar uma parcela do Produto Interno Bruto (PIB) em
politicas sociais com enfoque na pobreza e desigualdade. Segundo Pochmann
(2011), o gasto social agregado alcan¢ou cerca de 23% do PIB no governo Lula,
sendo que no ano de 1985 era de 13,3%. Dessa maneira, foi possivel expandir
os niveis de renda e consumo da populagao brasileira (ores, 2018).

Esses resultados também surtiram efeitos positivos na concentragao de
renda, rompendo com a tendéncia historica do pais. Isso porque, a politica
de valorizacao do salario-minimo, associada aos programas de transferéncia
de renda emergiram efeitos positivos para a populacao de menor renda. Esses
fatores colaboraram para a diminui¢ao da concentra¢ao de renda (CaARvVALHO,
2018; KERSTENETZKY, 2016; saLaTa, 2018).

Entéo, a recuperacdo da economia foi importante para a distribuicao de
renda e para a diminui¢do da pobreza (curapo, 2018). Na evolu¢do da taxa
de crescimento da economia brasileira é perceptivel que o ano de 2004 re-
presenta a retomada do crescimento do PIB no Brasil, atingindo conforme as
Contas Nacionais Trimestrais do IBGE uma taxa acumulada de 5,8%. No ano
de 2008, nota-se que o crescimento econdmico ainda estava em constante evo-
lu¢do. Mesmo com uma redugdo, a taxa de crescimento ainda representava
5,1%.

Apos esse periodo, houve desaceleragao do crescimento econdmico, pois,
ap6s uma breve recuperagdo econdmica em 2013, a economia perdeu ritmo,
marcando uma recessao econdmica. Além dos choques enfrentados em 2015-
2016 (deterioracdo nos termos de troca, inflagdo em ascensao, forte desvalo-
rizagdo da moeda, crise hidrica etc.), o aperto nas politicas fiscal e monetaria
contribuiu para o agravamento da crise, resultando em salarios e lucros de-
crescentes. Nesse contexto, a oferta de crédito sofreu forte retracdo, o que
retardou ainda mais a recuperagao da economia (PRATES; FRITZ; PAULA, 2017,
p-197).

A distribuicao de renda e a redugao da pobreza por insuficiéncia de renda
foram pautas importantes para o desenvolvimento do Brasil na primeira dé-
cada do século XXI. A dindmica da economia nesse primeiro decénio foi acom-
panhada pela queda da desigualdade e pela melhora nas condi¢oes de vida da
populagao brasileira. Contudo, a partir de 2015 com a crise econémica e po-
litica, o curso dos indices de pobreza e desigualdade tendem a ser alterados.
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Esse contexto esta relacionado com a crise politica e com protestos contra
o governo de Dilma Rousseff. Fatores que originaram um clima de instabili-
dade e descontentamento social, que acarretaram o desejo da populacao por
mudangas (carvarLno, 2018). Tanto é que o periodo de 2016-2018, ja repre-
sentado pelo governo Temer, apresentou altas taxas de desemprego, corres-
pondendo a uma taxa média de desemprego de 12,3% em 2018, conforme
divulgado pelo IBGE.

Por consequéncias de todos os acontecimentos vivenciados no pais, os anos
de 2016 e 2019 representam momentos de baixas taxas de crescimento, prin-
cipalmente em 2016 (-3,3%). Houve uma lenta recuperacao no ano de 2019,
mas insuficiente para amenizar os problemas da pobreza e desigualdade no
pais. Nesse momento, um novo governo liderado por Bolsonaro se inseriu no
Brasil, com o prosseguimento das politicas liberalizantes e com foco nas re-
formas, sobretudo a Reforma da Previdéncia. Em meio a isso, as medidas im-
postas no territdrio brasileiro seguiam rumo a adog¢ao de politicas com cunho
ortodoxo, tendo como objetivo a minima participagao do Estado na economia,
e consequentemente, a reducdo da ateng¢ao as politicas sociais.

Por meio da exposigao dos cenarios dos anos analisados neste artigo, verifica-
se que um periodo de analise neste estudo corresponde a um momento de
crescimento economico (2004-2008) e o outro se caracteriza por uma crise
econdmica (2016-2019) do pais. Esses dois cendrios serdo importantes para a
compreensao do comportamento da pobreza e da desigualdade nesse periodo,
expandindo a analise para a 6tica multidimensional.

4 Material e Métodos

Este trabalho é um estudo descritivo-analitico, de natureza quantitativa, com
o propésito de analisar a pobreza e a desigualdade pela 6tica da renda e mul-
tidimensional no Brasil nos periodos de 2004-2008 e 2016-2019. Para o al-
cance do objetivo tracado foram utilizados os indices Foster, Greer e Thor-
becke (1984) para mensuracgao da pobreza por renda; a metodologia de Alkire
e Foster (2011) para calcular a pobreza multidimensional; e o indice de Gini
para mensuragao da desigualdade.

Para analisar a pobreza e desigualdade por insuficiéncia de renda e multi-
dimensional no Brasil, recorreu-se as bases de dados da PNAD e da PNADC,
realizadas pelo IBGE. A op¢do por adotar essas duas bases de dados se justi-
fica pela disponibilidade de informag¢des nos periodos analisados. A PNAD
era uma pesquisa realizada anualmente, porém, foi suspensa a partir de 2016
e substituida pela PNADC. Desse modo, para organizar os dados do periodo
2004 e 2008 é empregada a PNAD, e no outro periodo de analise (2016-2019),
a PNADC ¢ a base de dados utilizada. O recorte geografico utilizado neste
trabalho foi a populagdo do territério brasileiro nos anos mencionados.

4.1 Pobreza por insuficiéncia de renda: indice de Foster, Greer e
Thorbecke (FGT)

Os indices formulados por Foster, Greer e Thorbecke (1984) podem ser con-
siderados os mais empregados na literatura econdmica, sendo eles: o Poverty
Headcount (Proporgao de pobres - Py), o Poverty Gap (Gap de Pobreza - P) e o
Squared Poverty Gap (Gap de Pobreza elevado ao quadrado - P,). O conjunto
de indices FGT sdo calculados por meio das seguintes expressoes:
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em que:

q é o numero de pobres (pessoas cuja renda per capita domiciliar é menor que
a linha de pobreza);

n é o tamanho da populagéo;

z é a linha de pobreza;

y; € a renda per capita domiciliar da i-ésima pessoa.

O indice Py mensura a proporgao de individuos pobres. Em outros termos,
representa a parcela de pessoas que aufere uma renda per capita domiciliar
abaixo da linha de pobreza. Esse indicador é fundamental para as pesquisas
relacionadas a pobreza, porém, pode-se analisar o indice juntamente com os
outros dois indicadores. Conforme Neder (2020), o indice Poverty Gap men-
sura a intensidade da pobreza para o conjunto da populacao pobre por meio
do calculo do desvio médio entre o valor da linha de pobreza e a renda dos
individuos pobres; e pode ser compreendido com um indicador do déficit de
pobreza. Por fim, ainda em consonéncia com Neder (2020), o indice P, nor-
malmente é interpretado como um indicador de severidade da pobreza e na
elaboracao do indice emprega-se um maior peso para os individuos mais po-
bres, considerando a desigualdade de renda entre as pessoas pobres.

Quanto a linha de pobreza utilizada, de acordo com Soares (2009), nao
existe uma consondncia sobre uma linha de pobreza oficial no territério bra-
sileiro. No presente estudo foram utilizadas as linhas de pobreza propostas
pelo Banco Mundial, conhecida como dollar a day. A definicao é realizada por
meio das médias das linhas de pobreza nacionais de 115 paises em desenvol-
vimento, dispondo da Paridade do poder de compra (PPC) mesmo diante de
moedas distintas (TRoNco; RaMos, 2017). A aplicacao da PPC é importante,
pois essa metodologia possibilita a comparacao da pobreza entre os paises
tendo como premissa um parametro em comum, mediante os distintos po-
deres de compra entre paises (souza; janNuzzi, 2014). O valor da linha de
pobreza para paises como o Brasil é de US$5,50 per capita por dia. Esse va-
lor convertido em reais por meio da PPC foi respectivamente de R$229,06;
R$245,78; R$376,20; e R$401,28 mensais em 2004, 2008, 2016 e 2019.

4.2 Pobreza multidimensional: indice de Alkire e Foster

A mensuragao da medida de pobreza multidimensional proposta por Alkire
e Foster (2011) denominada como M, é dividida em duas etapas essenciais,
a saber: método de identificacdo e método de agregacdo. A etapa do método
de identifica¢do, apresentada na subse¢do 4.2 se fundamenta em dois niveis
de corte: i) linha de pobreza na dimensao, que identifica se o individuo esté
ou nao privado dentro da dimensao; ii) quantidade minima de dimensdes em
que os individuos precisam estar privados para serem considerados multidi-
mensionalmente pobres. A etapa do método de agregacao, apresentada na
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subse¢ao 4.2 consiste na obten¢ao das medidas de pobreza multidimensional
a partir da identifica¢do dos pobres realizada na etapa anterior.

Método de identificagdo

Os indicadores considerados neste trabalho estdo baseados nas seguintes di-
mensdes: Vulnerabilidade Econdmica; Condi¢des de Moradia; Condigdes Sa-
nitarias; Auséncia de Bens; Caracteristicas Educacionais e Condi¢ées Ocupa-
cionais. Na Tabela 1, pode ser observada a caracteriza¢ao das variaveis em
concordancia com as dimensdes impostas.

Os niveis de corte z caracterizam as condi¢des de privacao em cada in-
dicador empregado, conforme pode ser visto na Tabela 1. As dimensdes, os
indicadores para representa-las e o nivel de priva¢des foram estabelecidos de
acordo com o critério de que, se nao atendidos, impossibilitam que os indivi-
duos levem uma vida autonoma e plena, assim como é definido os indicadores
utilizados pelo Programa das Na¢oes Unidas para o Desenvolvimento (PNUD)
no célculo do Indice de Pobreza Multidimensional (IPM) global. Eles foram
selecionados para representarem necessidades que se ndo forem satisfeitas li-
mitam a capacitacdo dos individuos para atingirem um tipo de vida valori-
zado por eles. Sendo assim, a quantidade de dimensoes leva em consideragao
as variaveis que, em conjunto, sao capazes de identificar os individuos pobres
multidimensionalmente.

Levando em conta os dados em termos de privag¢oes, para qualquer y, dado
g0 = [gioj], indica uma matriz de privagao de 0-1 relacionada a y, em que gioj

¢é dado por gioj =1 quando y;; < zj, e y;; > z; quando gioj = 0. Dessa forma, g°

é uma matriz n x d cuja entrada gioj é equivalente a 1 quando o individuo i é
privado na dimensao j-ésima, e quando o valor corresponde a 0, o individuo
ndo é privado na dimensao j-ésima. Por meio da matriz g°, pode-se construir
um vetor de coluna ¢ de contagem de privagdo, em que a i-ésima entrada
¢ = IgiOI caracteriza a quantidade de privac¢des enfrentadas pelo individuo i
(ALKIRE; FOSTER, 2011).

Apenas os cortes nas variaveis que identificam privacdes nao sdo eficientes
para a identificacdo dos pobres. Desse modo, é necessario considerar outro
nivel de corte para a especificagao do método, e esse corte é denominado como
k. Para tanto, é necessario considerar um nivel de corte intermediario para c;
que se situa nos extremos entre 1 e d, em que d é o nimero de dimensdes.
Entdo, para k =1,...,d, p; obtido pelo método de identificacio é determinado

5Considerou-se como Abastecimento de dgua inadequado quando a 4gua nio era proveniente de
rede geral de distribuigao nas areas urbanas ou nao proveniente de rede geral de distribuigao
ou po¢o ou nascente nas areas rurais. Como Material inadequado das paredes foi considerado ou-
tros materiais que ndo fossem alvenaria e como Material inadequado do telhado considerou-se os
materiais diferentes de telha e laje de concreto. A situacao de privagao de Auséncia de rede de
esgoto ou fossa séptica foi observada para areas urbanas. Nas areas rurais considerou-se rede de
esgoto e também fossa séptica pela particularidade de nao haver rede de esgoto na maioria das
localidades rurais. Da mesma maneira, por nao haver coleta direta de lixo em grande parte das
areas rurais, considerou-se também a possibilidade de o lixo ser queimado ou enterrado na pro-
priedade quando o individuo se situava em localidades rurais, na variavel Destino inadequado do
lixo. O objetivo do indicador Auséncia de trabalhador com carteira assinada se deu em relagdo aos
beneficios que a formalidade no trabalho permite. Dessa forma, foram considerados juntamente
trabalhadores no RJFP, Militares e Empregadores. Essas delimitagdes desses niveis de corte fo-
ram empregadas conforme a literatura sobre o tema, como nos trabalhos de Silva (2009) e nos
relatorios do PNUD.
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Tabela 1: Dimensdes selecionadas, niveis de corte e pesos dos indicadores

Dimensao Indicadores com o nivel de corte z Peso
. Renda inferior a linha de pobreza 1/3
Vulnf:rablhdade Numero de dependentes superior ao de ndo dependentes 1/3
economica Auséncia de ocupagdo remunerada 1/3
Domicilio nao proéprio 1/5
o Existéncia de mais de trés pessoas por comodo 1/5
Condlgoes de Auséncia de energia elétrica 1/5
moradia Material inadequado das paredes 1/5
Material inadequado do telhado 1/5
Auséncia de sanitario 1/4
Condicdes Auséncia de rede esgoto ou fossa séptica 1/4
sanitarias Destino inadequado do lixo 1/4
Abastecimento de d4gua inadequado 1/4
Auséncia de telefone fixo ou celular 1/5
Auséncia de televisor 1/5
Auséncia de bens  Auséncia de geladeira 1/5
Auséncia de maquina de lavar 1/5
Auséncia de microcomputador 1/5
o Existéncia de adulto analfabeto 1/3
Caracte‘rlstllcas Existéncia de adulto sem Ensino Fundamental completo 1/3
Educacionais Existéncia de crianga entre 6 e 15 anos fora da escola 1/3

Auséncia de participagao da mulher no mercado de trabalho  1/4

Condices Ocupagao inadequada 1/4

Ocupacionais Auséncia de trabalhador com carteira assinada 1/4
Auséncia de ocupado com rendimento superior a um salario  1/4
minimo

Fonte: Elaboragao propria com base nos dados da PNAD e PNADC dos anos de 2004, 2008,
2016 e 2019.

por pi(vi;2) = 1 sempre que c; > k, e serd igual a 0, caso contrario (ALKIRE;
FOSTER, 2011). Em outros termos, py assume valor 1 quando a quantidade
de dimensodes privadas é maior ou igual a k, apontando que o individuo i
¢ multidimensionalmente pobre. Por outro lado, quando o valor de py for
equivalente a 0, a quantidade de dimensdes privadas é menor que k, indicando
que o individuo i ndo é multidimensionalmente pobre.

Nao existe um nivel de k predeterminado na literatura economica. Dife-
rentes niveis de k podem ser condizentes com a realidade de cada objeto de
estudo, sendo assim, trata-se de uma medida arbitraria. De acordo com Al-
kire (2011), maiores valores de k indicam maiores possibilidades de privacoes
simultaneamente. Nesta pesquisa, foi estabelecido o nivel de k = 2, apds uma
analise comparativa dos valores de k. Julgou-se mais coerente o valor igual a
2, por representar uma medida satisfatéria em relagao aos outros valores.

Método de agregacao

Supondo o estabelecimento de uma fun¢do de identificacao especifica de py
para a constru¢ao da medida multidimensional de pobreza M, inicia-se com
o célculo da proporcao de pobres, cujo indice faz parte da classe de indices
FGT, ja apresentado. Dessa forma, pode-se calcular a incidéncia da popula-
¢ao classificada multidimensionalmente pobre (H), similar ao da pobreza por
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insuficiéncia de renda, delimitado como:
q

H=-= 4

; 4

Em que, q é a quantidade de individuos pobres identificados por meio de
duplo corte e n é o numero total de individuos estudados. O indice H pode
ser multiplicado por 100 para a investigacao em percentual.

O préximo passo constitui-se no estabelecimento da privacdo média entre
os pobres (A). Para melhor percepc¢ao de A, é preciso conhecer a fracdo de
indicadores ponderados em que os individuos estdo privados, caracterizada
por %k), em que ¢; é o vetor de contagem de privagdes (explicado na subsecdo
anterior), k € o nivel de corte entre as dimensdes, e d € o numero de dimensoes
consideradas na analise. Entdo, conforme Alkire e Foster (2011), a parcela
média de privacdo em todos os individuos multidimensionalmente pobres é
dada por:

|c(k)l

A= 2

(5)

Em que, q é a quantidade de individuos pobres identificados por meio de
duplo corte e A aponta a intensidade da pobreza multidimensional. Quanto
maior o nivel de corte k maior sera o indice A. Assim como o indice H, esse
indice também pode ser multiplicado por 100 para a analise em percentual.

Por sua vez, a medida de pobreza multidimensional (M) combina infor-
magoes sobre a prevaléncia da pobreza e a extensao média da privacao dos
individuos pobres. De maneira simpléria, a medida M, é o produto dos dois
indices parciais, H e A:

My=H-A (4)

O indice de pobreza multidimensional se move no mesmo sentido do in-
dice H, isto é, quanto maior o nivel de k, maior a pobreza multidimensional
entre os individuos. Esse indice pode ser verificado de modo que quanto mais
préximo de 0 menor a pobreza.

4.3 Desigualdade de renda e multidimensional: indice de Gini

A exposicao do Indice de Gini sera apresentada por meio da anélise de Me-
deiros (2012) e Hoffmann (1998). Esse indice esta relacionado com a Curva
de Lorenz, que é uma analise grafica que possibilita verificar a distribuicado
de renda em determinado pais, além de viabilizar a ordenacao dessas distri-
buicbes sobre o aspecto do bem-estar. Conforme Medeiros (2012), de todos
os instrumentos graficos empregados para analisar a desigualdade em uma
distribui¢do, a Curva de Lorenz é a mais conhecida.

Para o desenvolvimento da Curva de Lorenz, considera-se n valores para
uma variavel x;, os quais sdo ordenados da seguinte maneira: x; < x; <--- <
X,. A proporc¢do acumulada da populagao até a i-ésima pessoa corresponde
ap; = % e a proporc¢ao acumulada de x; é dada por ®; = nl—}l ;":1 x;. Feito
isso, os pares de valores dados por (p;, ;) equivalem a pontos que, se unidos,
estabelecem a Curva de Lorenz.
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O indice de Gini pode ser calculado por meio da Curva de Lorenz, haja
vista que corresponde ao dobro do valor da area entre a curva e a linha da per-
feita igualdade. Dessa forma, é uma medida de afastamento de certa distribui-
cdo de renda em associagio a um cenério de perfeita igualdade. E necessério
o dobro do valor, para se obter um indice que varia entre 0 e 1 endo 0 e 1/2.
Entdo, quando o Gini for equivalente a 0 significa que nao existe desigualdade
na sociedade e um valor igual a 1, tem-se um cenario de desigualdade maxima
(MEDEIROS, 2012). Como esse indice é o dobro da area entre a Curva de Lorenz
e a linha da perfeita igualdade, tal medida pode ser representada por:

1
G=1-2 [ Loy (5)

Em que, G é o coeficiente de Gini e L,(y) a Curva de Lorenz da distribuigdo y
entre as pessoas X.

Para a mensuracdo da desigualdade de renda no Brasil para os anos de
2004, 2008, 2016 e 2019 foi empregada a renda domiciliar per capita. Para
a desigualdade multidimensional foi necessario, determinar um indicador do
bem-estar multidimensional, sendo realizados alguns procedimentos.

Conforme apresentado na metodologia de Alkire e Foster (2011), foi cons-
truido um vetor de contagem de privag¢des (c;) para verificar a quantidade
de privac¢des enfrentadas pelo individuo. Dessa maneira, tem-se um vetor
de privacoes. Entretanto, para avaliacao da desigualdade multidimensional
€ necessario um indicador de bem-estar que se comporte de maneira similar
a renda. Para transformar essa representacao de privacdes em bem-estar, foi
empregado o inverso, isto é, dividiu-se 1 pelo vetor de contagem de privagoes

. Assim, tem-se um indicador de bem-estar multidimensional, que foi apli-
cado ao indice de Gini em substitui¢do a tradicional medida de renda para
obtencao da desigualdade multidimensional.

5 Analise da pobreza e desigualdade

Com propdsito de verificar o contexto da pobreza e desigualdade no Brasil nos
anos de 2004, 2008, 2016 e 2019 foram realizadas as estatisticas apresentadas
nos graficos e tabelas abaixo. Inicialmente, na Tabela 2 demonstram-se os
resultados dos indicadores sociais analisados para o pais como um todo.

Com relagado a proporgao de pobres por insuficiéncia de renda (P,), observa-
se que no Brasil houve uma redu¢ao do indice, sobretudo, no periodo de 2004-
2008. Nesse periodo ocorreu uma melhora nos indicadores de pobreza, muito
em decorréncia das politicas econdmicas e sociais introduzidas pelo Governo
Lula. Ao analisar o periodo de 2016- 2019 nota-se que também houve uma
reducdo da proporcao de pobres. Porém, essa diminuicao foi em menor mag-
nitude se comparada aos anos de 2004 e 2008. Vale ressaltar que nos anos
recentes da pesquisa o pais se encontrava em um momento de baixo dina-
mismo da economia e uma crise politica que culminaram em novas ideias®
sobre politicas econdmicas e sociais.

A intensidade da pobreza por insuficiéncia renda (P;) reduziu entre os
anos de 2004 e 2008. Em média, os pobres no ano de 2004 tinham uma renda

6Foi introduzido na economia um pacote de medidas liberais como a Reforma Trabalhista, Re-
forma da Previdéncia, congelamento de gastos, dentre outras.
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Tabela 2: Indicadores Sociais para o territério brasileiro nos
anos de 2004, 2008, 2016 e 2019

Indicadores 2004 2008 2016 2019
Py 53,18 35,99 23,98 23,05
P 26,46 15,68 10,69 10,61
P, 16,63 9,24 6,73 7,00
H 49,13 38,34 30,33 34,80
A 32,52 31,38 30,41 30,97
M, 0,159 0,120 0,092 0,108
Gini da renda 0,568 0,542 0,539 0,554

Gini Multidimensional 0,249 0,258 0,278 0,273

Fonte: Elaboragao propria com base nos dados da PNAD e PNADC dos
anos de 2004, 2008, 2016 e 2019.

26,46% inferior a renda correspondente a linha de pobreza (R$229,06). Por
outro lado, em 2008 a renda foi 15,68% inferior a linha de pobreza (R$245,78).
Esse desempenho também pode ser observado nos anos de 2016 e 2018, pois
também houve a diminui¢ao do indicador.

Em oposicdo, no que tange a severidade da pobreza (P,) percebe-se que
houve uma redugdo apenas no primeiro periodo de analise. Esse indicador
coloca énfase nas pessoas que estdao muito abaixo da linha de pobreza, isto ¢,
os mais pobres dos pobres (NEDER, 2020). Portanto, aponta-se para uma piora
da situagao dessas pessoas entre 2016 e 2019.

Em referéncia a proporcao de pobres analisada pela 6tica multidimensi-
onal (H), com base na metodologia de Alkire e Foster (2011), verifica-se que
houve uma redugao do indice de 2004 para 2008. Por outro lado, de 2016 para
2019 ocorreu um aumento do indice H. Ademais, os valores que mensuram a
proporgao de individuos multidimensionalmente pobres no pais sao mais ele-
vados que na analise por meio da renda, exceto para 2004. No periodo recente,
mais especificamente no ano de 2019, no Brasil, havia 34,80% de individuos
privados, considerando o nivel de corte k = 2. Dessa maneira, se questiona
a analise da pobreza apenas por renda, uma vez que no periodo de 2016 e
2019 a proporcao de pobres pela analise multidimensional foi maior em rela-
¢do a Otica da renda. Sendo assim, torna-se necessario pautar a atencao para
outras dimensdes importantes no cotidiano dos individuos brasileiros, como:
moradia, saneamento basico, escolaridade, entre outros.

No que se refere a intensidade da pobreza multidimensional (A), o indice
diminuiu 1,14 p.p de 2004 para 2008, passando de 32,52% para 31,38%. Di-
ferentemente desse periodo, de 2016 para 2018 esse indicador aumentou 0,56
p-p, uma vez que o indice passou de 30,41% para 30,97%.

Quanto ao indice de pobreza multidimensional (M;), ele pode ser anali-
sado em uma escala que varia entre 0 e 1, de maneira que, quanto mais pro-
ximo de 0, menor a pobreza multidimensional e quanto mais préximo de 1,
maior a condi¢do de pobreza. Essa medida pode ser considerada a mais im-
portante da pobreza multidimensional, uma vez que agrega as duas medidas
antecedentes.

Por meio da Tabela 2, percebe-se que o indice M do ano de 2004 relatou
uma pobreza multidimensional de 0,1597 no Brasil para o nivel de corte k = 2.
Em 2008 houve uma queda para 0,1203, manifestando uma reducdo em ter-
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mos absolutos de 0,0394 no indice. Com referéncia aos anos correspondentes
a PNADC, percebe-se que em 2016 o indice M registrou uma pobreza multi-
dimensional de 0,0922 no pais. Em contrapartida, em 2019 o indice aumentou
para 0,1080, evidenciando uma eleva¢ao absoluta de 0,0158.

Quanto a desigualdade constata-se que houve uma reducao de 4,57% da
desigualdade de renda no Brasil do ano de 2004 para o ano de 2008. Porém,
o decrescimento em 2016 foi ainda maior no pais, representando um indice
no valor de 0,5389. Apesar disso, como ja mencionado, a crise que o territério
brasileiro se deparou ap6s 2015 afetou os indicadores sociais. Por consequén-
cia desse contexto, a desigualdade de renda de 2016 para 2019 aumentou em
2,78%, simbolizando um indice de 0,5544 em 2019.

A trajetéria da desigualdade multidimensional é diferente da analise da
renda. Os indices sdao mais baixos porque a concentragao de privacao da po-
pulagdo brasileira quanto as variaveis aqui estudadas é menos dispersa que
em relagdo a renda. Na Tabela 2, conclui-se que a desigualdade multidimensi-
onal aumentou em 3,61% no periodo de 2004-2008. Por outro lado, na analise
de 2016-2019 a desigualdade multidimensional reduziu em 1,79%. Contudo,
destaca-se que os indices de desigualdade multidimensional de 2016 (0,278)
e 2019 (0,273) sao maiores que nos anos de 2004 (0,249) e 2008 (0,258). Con-
forme Trovao (2015), a desigualdade multidimensional ainda é um aspecto de
destaque na sociedade brasileira, o que induz a concluir que o planejamento
para modificar esse cenario necessitara do aumento dos investimentos em in-
fraestrutura social.

O Brasil, por ser um pais de dimensdes continentais, apresenta estados
muito diversos entre si, ndo apenas cultural e social, mas com situag¢des e con-
di¢des econdomicas que destoam um dos outros. Conforme Guimaraes Neto
(1997), estruturas produtivas, relacoes de trabalho, condi¢des de vida e outros
fatores se apresentam de forma desigual ndo apenas entre as macrorregides do
pais, como também no interior de cada uma destas. Em um territério marcado
historicamente por desigualdades regionais que geraram impactos na moder-
nizacao e no desenvolvimento econdmico e social do pais, o trabalho também
se propode analisar os estados brasileiros, por meio da proporcao de pobres e
da desigualdade.

A escolha de analisar apenas as proporc¢des de pobres para as unidades
federativas do pais se justifica por ser um indicador simples e intuitivo para
ser analisado. Ademais, é um indice comum na analise da renda e na multi-
dimensional, o que permite a comparagao. Assim sendo, na Figura 1, serdo
apresentados os resultados descritivos da proporcao de pobres por insuficién-
cia de renda (Py) e multidimensional (H) para todas as unidades federativas
brasileiras nos anos de 2004 e 2008.

Destaca-se que houve uma diminui¢ao da proporc¢ao de pobres por insu-
ficiéncia de renda em todas as unidades federativas do Brasil de 2004 para
2008. Observa-se também que a porcentagem mais elevada da populacao po-
bre por meio da renda estava localizada nos estados da regido Nordeste, com
destaque para Alagoas (2004 — 81,33%; 2008 — 64,85%), Maranhao (2004 -
80,97%; 2008 — 63,91%), Piaui (2004 — 79,82%; 2008 — 59,5%), Ceara (2004 —
77,00%; 2008 — 57,81%) e Pernambuco (2004 — 74,98%; 2008 — 58,71%). Com
referéncia aos estados da regiao Norte, ressalta-se a importante queda desse
indice no ano de 2008. As unidades federativas do Sudeste e Sul apresentaram
os menores nameros de propor¢des de pobres no periodo observado, com des-
taque para Santa Catarina (2004 - 29,44%; 2008 - 16,92%), Sao Paulo (2004 —
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Figura 1: Proporgao de pobres por insuficiéncia de renda (FP) e
multidimensional (H) por Unidade de Federagao — Brasil (2004 e
2008) (em %)
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36,01%; 2008 — 18,95%), Rio Grande do Sul (2004 - 36,81%; 2008 — 22,83%)
e Rio de Janeiro (2004 — 37,70%; 2008 — 24,41%). Trajet6ria semelhante pode
ser verificada nos estados do Centro-Oeste, uma vez que evidenciaram um
baixo indice em 2008, com énfase para o Distrito Federal (2004 — 40,16%;
2008 — 23,00%).

Com relacado a proporgao de pobres pela analise multidimensional, verifica-
se na Figura 1 que os resultados demonstraram uma relevante reducao do in-
dicador em todos os estados do pais. Comparando-se as unidades federativas,
conclui-se que os estados detentores dos maiores indices nos respectivos anos
eram Alagoas (2004 - 76,32%; 2008 - 64,71%), Amapa (2004 — 75,73%; 2008
- 64,13%), Para (2004 — 75,66%; 2008 — 64,06%), Acre (2004 — 75,65%; 2008
- 61,75%) e Maranhdo (2004 — 74,45%; 2008 - 64,39%). Em contrapartida,
Distrito Federal (2004 - 34,32%; 2008 — 23,42%), Sao Paulo (2004 - 33,55%;
2008 - 22,53%), Rio de Janeiro (2004 — 35,29%; 2008 — 27,21%), Santa Ca-
tarina (2004 — 37,17%; 2008 — 27,45%) e Rio Grande do Sul (2004 — 39,04%;
2008 - 30,25%) foram os estados com as menores propor¢oes de individuos
multidimensionalmente pobres. Os estados da regiao Norte e Nordeste pos-
sulam uma quantidade elevada de individuos privados, apesar da reducao do
indice.

Compilando os nimeros das proporg¢des de pobres unidimensional e mul-
tidimensional, constata-se que estados como de Alagoas e Maranhao nas duas
analises apresentaram os maiores resultados desse indice. Ademais, na mai-
oria dos estados a quantidade de individuos multidimensionalmente pobres
foi maior que pela insuficiéncia de renda, concluindo-se que os individuos es-
tdo privados de condi¢Oes de moradia, educagao, sauide, dentre outros. Esses
resultados demonstram a importancia de estudar a pobreza por meio de uma
agregacdo de dimensdes que fazem parte do cotidiano das pessoas (ASSELIN,
2002; copks, 2005; KAGEYAMA; HOFFMANN, 2006). Dessa maneira, considera-se
importante observar essas localidades com maior atencao, partindo-se do pro-
posito que se deve formular politicas pablicas que reduzam esses problemas,
como exposto por Sen (2000). Ou seja, para o autor é importante expandir as
liberdades das pessoas para a realiza¢ao das capacitagdes, isto é, para que esse
individuo possa ter acesso a satude, prevenc¢ao de doencas, boa educacao e 6ti-
mas condi¢oes de moradia. As liberdades nao devem deixar de ser o assunto
principal das discussoes sobre politicas publicas (sen, 2000).

A reducgdo da pobreza se deve a diversos aspectos. Contudo, é notdrio que
a trajetéria da economia brasileira nesse periodo e a expansido do mercado
formal de trabalho apresentaram uma fun¢do importante para a diminuicao
dos indices de pobreza. Além disso, é importante mencionar a relevancia das
politicas de transferéncia de renda e da politica de valoriza¢ao do salario-
minimo nos resultados dos indicadores sociais como a pobreza (KERSTENETZKY,
2016). Na Figura 2, apresentam-se as propor¢oes de pobres para os anos de
2016 e 2019.

Diferentemente do que se demonstrou na comparacao entre 2004 e 2008,
na analise de 2016 e 2019, nao houve uma reducao das proporg¢oes de pobres
por insuficiéncia de renda em todas as unidades federativas do pais. Estados
como Roraima (2016 — 30,81%; 2019 - 40,33%), Rio Grande do Norte (2016
- 34,77%; 2019 - 35,77%), Pernambuco (2016 — 38,16%; 2019 — 38,58%), Rio
de Janeiro (2016 — 15,64%; 2019 - 15,74%) e Sdo Paulo (2016- 11,06%; 2019
- 11,48%) acentuaram as suas populacdes pobres pela dOtica da renda. Além
disso, os estados com as maiores proporc¢des de pobres foram Maranhao (2016
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Figura 2: Propor¢ao de pobres por insuficiéncia de renda (Py) e
multidimensional (H) por Unidade de Federacao — Brasil (2016 e
2019) (em %)

DF
GO
MT

MS
RS §
SC §
PR
SP  —
RJ
ES &
MG
BA
SE
AL
PE
PB
RN
CE
PI §
MA
TO
AP

PA

RR
AM
AC
RO s

0 10 20 30 40 50 60 70

2016 - Multidimensional 2016 - Insuficiéncia de renda
2019 - Multidimensional 2019 - Insuficiéncia de renda

Fonte: Elaboragdo propria com base nos dados da PNADC dos anos de 2016
e 2019.



Pobreza e desigualdade no Brasil 399

- 50,87%; 2019 - 50,17%), Alagoas (2016 — 46,31%; 2019 — 44,95%), Amazo-
nas (2016 — 46,15%; 2019 — 44,41%), Acre (2016 — 45,29%; 2019 — 42,23%) e
Para (2016 — 43,65%; 2019 — 43,22%).

Nota-se que Alagoas e Maranhdo, que possuiam acentuados indices de
propor¢ao de pobres por renda em 2004 e 2008, no periodo mais recente dessa
analise, ainda continuam apresentando resultados que se destacam. Contudo,
ressalta-se a melhora no estado alagoano e uma preocupagao com a propor¢ao
de pobres no Maranhao. Unidades federativas como Santa Catarina (2016 —
8,95%; 2019 - 6,98%), Rio Grande do Sul (2016 — 11,13%; 2019 — 10,64%)
e Distrito Federal (2016 — 11,78%; 2019 — 11,10%) apresentaram as menores
proporcoes de pobres, quando comparados aos outros estados brasileiros.

A propor¢ao de individuos multidimensionalmente pobres no periodo ob-
servado cresceu em todos os estados brasileiros, ao contrario da analise da
renda (Figura 2). Entre as unidades federativas salienta-se a preocupagao com
os elevados indices nos estados do Maranhao, Paré, Acre e Amapa, sendo res-
pectivamente 65,07%, 64,98%, 60,33% e 60,27% no ano de 2019. Em con-
trapartida, os menores indices estavam localizados nos estados de Sao Paulo
(2016 - 18,26%; 2019 — 21,55%), Distrito Federal (2016 — 18,97%; 2019 —
21,55%), Santa Catarina (2016 — 20,58%; 2019 — 23,93%) e Rio Grande do Sul
(2016 — 21,68%; 2019 - 25,1%).

Observa-se que, na analise da proporc¢ao de pobres por renda e multidi-
mensional, os estados nordestinos sao os que mais se destacam pelos seus
acentuados indices. As caracteristicas histéricas do Nordeste indicam um
atraso em relacdo as outras regides brasileiras (Lorora, 2003). Ao longo do
tempo essa regiao tem passado por grandes transformacgdes estruturais, indi-
cando uma atengao e relevancia nas pautas de politicas economicas do Go-
verno Federal. Apesar de todas essas mudangas na localidade, essa regiao
ainda enfrenta elevados niveis de pobreza e desigualdade.

A expansao do mercado consumidor brasileiro teve papel importante na
melhoria da distribui¢do de rendimentos da sociedade na primeira década do
século XXI. O motor de elevagdo dos gastos do consumo perpassa pelo cresci-
mento do consumo das classes mais inferiores. Esse resultado foi fundamental
apos o periodo da crise de 2008, ja que a estabilidade dos gastos do consumo
dessa classe impediu uma queda mais intensa da demanda agregada (CurADO,
2018). A expansao do consumo, juntamente com o progresso da distribui¢ao
da renda, foi preponderante para a trajetdria da atividade econdmica brasi-
leira no periodo. Desde modo, na Figura 3 sera verificada a trajetoria da de-
sigualdade de renda e multidimensional nos estados brasileiros nos anos de
2004 e 2008, demonstrando a sua evolugao nesse periodo da economia brasi-
leira.

Por meio do exame da Figura 3 percebe-se que maioria dos estados reduzi-
ram sua desigualdade de renda na comparacgao entre os anos de 2004 e 2008,
exceto Alagoas (2004 — 0,5673; 2008 — 0,5753), Bahia (2004 — 0,5518; 2008 —
0,5553), Santa Catarina (2004 — 0,4573; 2008 — 0,4623) e Mato Grosso (2004
- 0,5247; 2008 — 0,5414). Verificou-se (Grafico 1) que o estado de Santa Ca-
tarina possuia os menores indices de proporcao de pobres entre as unidades
federativas. No entanto, ao observar os dados da desigualdade de renda houve
um aumento da concentrac¢ao dos rendimentos no estado catarinense.

Os estados com maior desigualdade de renda no periodo analisado eram
Paraiba (2004 — 0,5853; 2008 — 0,5784), Alagoas, Acre (2004 — 0,5922; 2008
- 0,5596), Mato Grosso e Distrito Federal (2004 - 0,6178; 2008 — 0,6147). A
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Figura 3: Gini da renda e multidimensional por Unidade da Fe-
deracao - Brasil (2004 e 2008)
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capital brasileira apresentou o maior indice de desigualdade em comparagao
com os outros estados, expressando em 2008 um indice equivalente a 0,6147.
Em suma, é fundamental destacar que, nesse periodo, as desigualdades de
renda nas unidades federativas reduziram, muito devido as politicas econo-
micas e sociais impulsionadas pelo governo da época. Esses resultados inter-
romperam uma trajetéria de crescente desigualdade de renda no Brasil, que
perdurou ao longo de sua histéria. Quanto a desigualdade multidimensional
verificou-se uma elevagdo em quase todas as unidades federativas, com exce-
¢ao para os estados do Piaui (2004 - 0,1915; 2008 — 0,1901) e Distrito Federal
(2004 - 0,2532; 2008 - 0,251). Mesmo com a alta pobreza multidimensional
no Piaui, essa localidade obteve uma redu¢ao na desigualdade multidimensi-
onal.

Nos mandatos do Governo Lula notou-se uma estabilidade econémica em
consonancia com as continuas crises do capitalismo, uma consolidagao e ex-
pansdo de programas de transferéncias de renda em prol da populag¢do mais
pobre, com destaque para o Programa Bolsa Familia, Programa Minha Casa,
Minha Vida e o acesso as universidades publicas. As consequéncias desses fa-
tores foram totalmente positivas, sendo significativo para a queda da pobreza
e desigualdade no periodo observado (GuimarAEes, 2018).

Na Figura 4, apresenta-se o panorama recente desses indicadores sociais
nos estados brasileiros para os anos de 2016 e 2019. Na primeira década do sé-
culo XXI, o pais apresentou uma relevante melhora na concentragao de renda.
Entretanto, os resultados se reverteram, voltando a impactar os brasileiros,
como verificado na Figura 3.

No periodo 2016-2019, o nivel da desigualdade de renda voltou a se ele-
var nos estados brasileiros. Verifica-se que em todas as unidades federativas
houve um aumento, exceto em Minas Gerais (2016 — 0,5077; 2019 - 0,5057) e
no Distrito Federal (2016 — 0,5711; 2019 - 0,5567). Ademais, percebe-se que
os indices de desigualdade de renda das unidades federativas do pais estao se-
melhantes, evidenciando ainda mais a preocupagao em torno da concentragao
de renda do Brasil.

Os resultados dos anos de 2016 e 2019 evidenciam a grande riqueza acu-
mulada nas maos de poucas pessoas, colocando-se em questionamento a forma
de distribuicdo de renda no territério brasileiro. Mesmo com todas as transfor-
macoes positivas dos indices de pobreza e desigualdade na primeira década
do século XXI, o Brasil, apds 2015 passou a se deparar com a trajetéria ascen-
dente desses indicadores, conforme apontado por Neri (2019), CEPAL (2021).

A desigualdade multidimensional reduziu nas unidades federativas do pais,
exceto no Amapa (2016 — 0,2518; 2019 — 0,2555), Ceara (2016 — 0,2372; 2019
- 0,2425), Bahia (2016 — 0,2421; 2019 - 0,2470) e Distrito Federal (2016 —
0,2934; 2019 - 0,2958). Diferentemente da analise da pobreza, os estados da
regiao Sudeste e Sul apresentam elevados niveis de desigualdade multidimen-
sional. Destaca-se o alto indice do Distrito Federal, representando um valor
de 0,2958 em 2019. Semelhante aos resultados de 2004 e 2008, no periodo
mais recente abordado neste estudo, nota-se que a desigualdade de renda no
pais é mais alta se comparada a desigualdade multidimensional. Isso ndo ne-
cessariamente aponta para uma boa condi¢do da distribui¢dao. Ao contrario,
isso acontece porque as priva¢des multidimensionais estao menos dispersas
entre a populagao brasileira.

A analise dos dados da pobreza e desigualdade por renda e multidimen-
sional para os periodos 2004-2008 e 2016-2018 demonstraram que, no pri-
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Figura 4: Gini da renda e multidimensional por Unidade da Fe-
deragdo - Brasil (2016 e 2019)
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meiro momento da analise, houve melhora dos indices de pobreza e desigual-
dade. Por outro lado, no segundo periodo se evidenciou um crescimento da
propor¢ao de individuos multidimensionalmente pobres. Em termos da de-
sigualdade multidimensional houve aumento em alguns estados brasileiros.
Diante de toda a magnitude da desigualdade e pobreza no caso brasileiro, é
necessaria e importante a abrangéncia de estudos e pesquisas sobre o tema.
Esses contetidos podem colaborar para a eficacia e execucao de politicas soci-
ais no Brasil. A desigualdade se transfigura como um aspecto do problema da
distribui¢do de recursos e das dimensoes de bem-estar social excessivamente
injusta no territdrio brasileiro.

E importante ressaltar que a proporgio de individuos multidimensional-
mente pobres foi superior em relagdo a analise da renda nos dois periodos,
retratando que as pessoas estao privadas em dimensoes que fazem parte das
suas necessidades basicas como condi¢des de moradia, sanitarias, educacao,
ocupacionais, dentre outras. Conhecer esses resultados torna-se importante
para elaboracdo de politicas publicas.

6 Consideracées Finais

Na analise da pobreza e da desigualdade é importante que se extrapole a di-
mensao da insuficiéncia de renda, para que se possa evidenciar o tamanho
desses problemas quando se considera um conjunto de dimensoes além da
renda. No Brasil, os anos de 2004 e 2008 correspondem a um periodo de cres-
cimento econdmico, enquanto os anos de 2016 e 2019 correspondem a um
periodo de recessao. O contexto econdmico desses anos torna relevante as
analises sobre o tema nesses periodos.

Sendo assim, neste trabalho, objetivou-se analisar a pobreza e a desigual-
dade pela 6tica da renda e multidimensional no Brasil nos periodos de 2004-
2008 € 2016-2019. Nesse intuito, foram utilizados dados da PNAD e da PNADC
para o computo de indices de pobreza e desigualdade baseando-se nos indices
FGT, na metodologia de Alkire e Foster (2011) e no indice de Gini.

Os estudos dos indicadores de pobreza e desigualdade pela 6tica da renda
e multidimensional para os anos analisados no territério brasileiro evidenci-
aram que no periodo de 2004-2008, ocorreu uma melhora na pobreza e desi-
gualdade. Em contrapartida, no periodo de 2016-2018 verificou-se uma ele-
vacdo da proporcao da popula¢do multidimensionalmente pobre e aumento
da desigualdade multidimensional em alguns dos estados do Brasil.

Mediante a esse cenario de desigualdade e pobreza no Brasil, é preciso e
relevante a expansao de trabalhos que visem analisar esses indicadores. As
conclusoes das diferentes pesquisas sobre o tema podem auxiliar na tomada
de decisdo e elaboracdo de politicas publicas que visem amenizar esses indi-
ces. A desigualdade enraizada no territdrio brasileiro se evidencia como um
problema da injusta distribuicdo de renda e das dimensdes de bem-estar so-
cial. Além disso, é relevante mencionar que a populacdo multidimensional
pobre foi maior em compara¢ao com a renda nos dois momentos de analise,
evidenciando que os individuos estao privados em dimensoes que fazem parte
das suas necessidades basicas. Entender e refletir esses resultados julga-se re-
levante, pois, tem a finalidade de colaborar para a formulacao de medidas que
tencionem a redugao da pobreza e desigualdade.
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Resumo

Sistemas de Alerta Antecipado (EWS) para crises cambiais é um topico
essencial em macroeconomia. Recentemente, houve uma renovagao dessa
literatura com a introdu¢ao de métodos de aprendizado de maquina. No
entanto, argumentamos que a maioria dos trabalhos publicados tem mé-
tricas de precisao excessivamente otimistas causadas pela desconsidera-
¢do da autocorrelagdo ou atrasos na publicagdo de dados. Nossa contri-
buicdo é construir um Sistemas de Alerta Antecipado baseado em um con-
junto de modelos de aprendizado de maquina apropriados para dados de
séries temporais. Usando dados de 25 paises entre 1995 e 2020, nossas
descobertas sao mais modestas do que trabalhos recentes, mas destacam
a utilidade e as limita¢des dos sistemas de alerta antecipado na pratica.
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Early Warning Systems (EWS) for currency crises is an essential topic
in macroeconomics. Recently, there has been a renewal of this literature
with the introduction of machine learning methods. However, we argue
that most published works have overly optimistic accuracy metrics caused
by disregarding autocorrelation or data publication lags. Our contribu-
tion is to build an Early Warning System based on an ensemble of ma-
chine learning models appropriate for time series data. Using data from
25 countries between 1995 to 2020, our findings are more modest than re-
cent works but highlight the usefulness and limitations of Early Warning
Systems in practice.
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1 Introduction

Currency crises take a heavy toll on any country’s asset markets and the real
economy, with heavy losses in output and productivity, especially in emerging
markets (NAkATANI, 2018). Therefore, predicting or anticipating such crises is
relevant to policymakers and market participants. However, predicting the
timing of significant currency depreciation is very challenging. Neverthe-
less, there is no shortage of attempts. In particular, there is much discussion
on Early Warning Systems (EWS): tools that give advanced warning signals
about an impending currency crisis Eichengreen, Rose, and Wyplosz (1995)
and Kaminsky, Lizondo, and Reinhart (1998).

To build an EWS to predict a currency crisis, we need to know where to
look for signals. The theoretical literature on currency crisis is typically di-
vided into three main phases - or generations -, with each one having different
explanations for what may cause a crisis. The first-generation begins with
Krugman (1979) and Flood and Garber (1984). A crisis arises from the incon-
sistency of the conducted macroeconomic policy, specifically, the combination
of fixed exchange rates with a public deficit financed by a monetary expansion
in rising inflation. In the second generation models, a crisis arises when the
social cost of maintaining the currency regime is higher than the benefit of
keeping it (oBsTFELD, 1996). Last, the third generation is concentrated on the
financial aspects of the economy. Variables like debt, capital inflows, private
credit, and the behavior of asset markets come into play (krRugmaN, 2003). An-
other concern is the contagion between countries. In this perspective, a crisis
in one place can trigger crises in similar countries, especially those with geo-
graphical proximity and/or a strong commercial relationship (Masson, 1998).
The currency crises of the late 1990s are an example of this possibility.

Cuaresma et al. (2008) summarizes the relevant economic variables for
each generation of currency crisis models: 1st generation - variables that show
the fiscal deficits financed by domestic credit; in particular, high inflation (or
high money growth), current account deficits, and real interest rate raises;
2nd generation - variables that try to infer the market sentiment and expec-
tations that can lead to herding behavior or self-fulfilling crisis; finally, third-
generation - variables that show liquidity problems or more broad balance
sheet vulnerabilities in the financial sector.

Early Warning Systems are designed in a way that allows the monitoring
of key indicators that are supposed to show out-of-the-ordinary behavior in
the months or years preceding a crisis. The job then is to calculate thresh-
old values for these indicators; when they go above it, a good Early Warning
System should point out that there is trouble ahead (kAMINSKY; LIZONDO; REIN-
HART, 1998). These models are constructed so that they could be able to set
off an alarm before the occurrence of a currency crisis, giving policymakers,
investors, and other stakeholders, sufficient time to implement adequate poli-
cies to avoid - or at least attenuate - the adverse effects of the crisis (CANDELON;
DUMITRESCU; HURLIN, 2014).

Typically, these models were made with standard statistical or economet-
ric tools, such as logit models (BUSSIERE; FRATZSCHER, 2006; CANDELON; DU-
MITRESCU; HURLIN, 2014; EMIN; AvTag, 2016; BoONMAN et al., 2019), signal
approaches (EICHENGREEN; ROSE; wypLOSZ, 1995) and Markov Switching (pu;
vu; a1, 2020). Recently, with the rise of machine learning tools and appli-
cations in finance and macroeconomics, there has been an opportunity to re-
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assess the Early Warning System framework with novel techniques such as
random forests and neural networks, which are remarkably efficient in mak-
ing predictions in several areas!. In the last few years, some papers have used
models from the machine learning framework to predict currency crises. The
methodological approach is quite different among them, given that several
types of models have been used, such as decision trees (xinkyo, 2020), sup-
port vector machine (RaMLL; 1sMAIL; woor, 2015) and neural networks (sevim
et al., 2014; araminos et al., 2019).

However, there is still room for advances in terms of the methodological
approach to Early Warning Systems. One of the most recurring problems is
the frequency of the data used. The foreign exchange market is quite volatile
and sensitive to shocks, which makes forecasts on an annual, half-yearly, or
even quarterly basis very ineffective. In this respect, many papers do not
consider the data publication lag in the analysis. Since data over a period
(excluding financial market data) will only be available many weeks later,
or even a couple of months later, the forecast cannot be made considering
that the data was available on its reference date. Another issue in the liter-
ature is the indiscriminate use of the K-fold validation technique in macroe-
conomic and financial data, without accounting for the time structure of the
series. A procedure that can lead to inaccurate estimates when the data is
non-stationary Cerqueira, Torgo, and Mozeti¢ (2020). Also, macroeconomic
data usually shows some considerable percentage of missing observations for
some countries and variables and there is little clarity on the major part of
the literature on how they deal with this problem. Finally, many papers use
accuracy as the model’s performance metric. The problem is that accuracy is
not easy to interpret with unbalanced classes, which is the case for currency
crises.

Despite these methodological issues, most authors claim to have excellent
forecasting results, so a question arises. Is it possible to predict exchange
rate crises with such accuracy, or is this performance caused by methodolog-
ical flaws? To answer this question, besides looking for alternatives to the
mentioned problems, we combine standard econometric tools such as a logit
model with novel machine learning algorithms such as random forests and
neural networks to produce an Early Warning System for currency crises. Our
results indicate that much of the literature may present models with overes-
timated forecast performance, resulting in Early Warning Systems that would
probably not be workable in practice. Nevertheless, we show that it is possible
to produce forecasts with practical applicability and predictive power, when
the temporal structure of the data is taken into account.

The rest of this paper is organized as follows. Section II explains the
methodological structure of the model as well as the data used in the models.
Sections III gives model output examples and how to interpret them. Section
IV concludes and Section V is devoted to the data appendix.

It is worth mentioning that the theoretical development of these techniques is not recent. How-
ever, because of an increase in computational capacity in recent years, there has been a great
popularization of them.
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2 Data

Several different forecasting frequencies have been used in the literature: An-
nual Emin and Ayta¢ (2016) and Alaminos et al. (2019), semiannual Kinkyo
(2020), quarterly Ramli, Ismail, and Wooi (2015), Chong and Yan (2018) and
Boonman et al. (2019) and monthly Sevim et al. (2014) and Du, Yu, and Lai
(2020). However, we did not find any published work with data frequency
higher than monthly. In a forecasting model, the frequency of the data is
directly linked to the objective and purpose of the forecast. A model with
annual data, for example, most likely will have an annual update of forecasts
when used in practice. This can be especially damaging to the model’s fore-
casting ability in the event of currency crises, as, unlike other macroeconomic
variables, substantial changes can occur suddenly. Countries can start a year
with stability and, in a few months, grow into a situation of greater risk of
strong exchange rate depreciation. An example of this is the exchange rates
depreciation that occurred in several countries in April 2020, after the coron-
avirus outbreak. Therefore, as it is important for the usefulness of the models
that they have higher frequencies, we choose to estimate our model with a
monthly time frequency. However, this also requires that data be available
more frequently for countries that are the focus of the forecast, which is not
always true.

We based the choice of countries for the study on two criteria. The first
is to be a country more vulnerable to this type of event. Therefore, with this
criterion, countries in the Eurozone, the United Kingdom, the United States,
Japan, and others without a history of major exchange rate depreciation were
excluded. The second criterion was to select countries that had sufficient
data for the forecast. In international macroeconomic databases, low-income
and small countries typically have a higher proportion of missing data, so we
chose to remove them from the analysis. The final sample has 25 countries:

America Asia Europe Africa
* Argentina e China e Czechia e Egypt
* Brazil » Korea e Hungary * Nigeria
* Chile  India » Poland » South Africa
¢ Colombia » Myanmar e Romania
* Mexico * Indonesia * Russia
* Peru e Israel
* Uruguay * Philippines

* Pakistan
¢ Thailand
* Turkey

Our sample corresponds to the period of 01/1995-12/2020, being divided
between in-sample (training set), from the start to 12/2015, and out-of-sample
(test set), from 01/2016 to 12/2020. As our time frequency is monthly, we
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mostly use variables with this frequency. However, variables with lower fre-
quencies, such as GDP and debt data, were included. For this, we interpolate
the quarterly and annual data using the Kalman filter method Gémez and
Maravall (1994). Also, we use financial variables, such as the VIX and the oil
price, that have higher frequencies. In these cases, we use the closing value
of the previous month. Most of the variables underwent transformations to
make them stationary, such as year-over-year percentage change. The indi-
cators, the transformations, and the source of all variables are presented in
Table A.2 in the appendix.

Most papers do not use real-time data, that is, considering the typical lag
in making macroeconomic data available. This problem can seriously affect
the forecast, since the model may end up being trained by observing data
it would not observe in practice Baribura and Riinstler (2011). However, it
is not simple to build a vintage database for several countries with so many
variables, since for each of these there will be a different lag for data dissem-
ination, not to mention the issue of data revisions. Therefore, we consider an
average difference of 2 months between the month of correspondence of the
macroeconomic data and its release. Financial variables do not have a disclo-
sure delay so they were not affected.

3 Method

3.1 Crisis definition

The first step in designing an Early Warning System is the precise definition of
a currency crisis (BOONMAN et al., 2019). We tested two different metrics that
are used in the literature. First, the most straightforward option is to define it
as a substantial devaluation of the nominal exchange rate in a relatively short
period (i.e., 20 percent in a month). The nominal depreciation is a value that
can be easily understandable and comparable between different countries or
periods. However, it does not capture downward currency pressures that are
dealt by the central banks” policies. For that reason, we also included the
Exchange Market Pressure index Kaminsky, Lizondo, and Reinhart (1998).

From a macroeconomic point of view, it is more important to know whether
there will be a crisis within a certain horizon than in a certain month because
this period allows the authorities to prevent the crisis (CANDELON; DUMITRESCU;
HURLIN, 2014). Therefore, our goal is to predict whether the month in question
precedes a crisis, using a predetermined time interval, which in this case is 12
months. Thus, our first definition of the dependent variable is constructed as
follows:

1 if there is any month in next 12 with a depreciation above the defined threshold,
it = {0 otherwise.
1)
where Y; ; is our dependent variable for country 7 in period t.

It is also necessary to define the thresholds. As a way of measuring the
effect of different crisis specifications, we used three different values: 10%,
15%, and 20%. There is no exact definition of an exchange rate crisis using
the percentage devaluation of a currency in one month?. Thus, we are not

2Kaminsky, Lizondo, and Reinhart (1998) uses 25% in a year, for instance. We have tested larger
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only concerned with capturing heavy crises but also with extraordinary de-
preciations.

However, as we mentioned above, sometimes countries spend a vast amount
of resources in terms of international reserves to defend their currencies in
some given range. This way, Kaminsky, Lizondo, and Reinhart (1998) in-
corporated this variable to create the concept of Exchange Market Pressure
(EMP)? to gauge currency crises. So, for any country the EMP index is:

A
EMP, = Der  Ohet (2)
€t O,

,

where A— is the rate of change in the exchange rate in period f in relation to
uUs dollars, 0, is the standard deviation of the rate of change calculated until
period t; 0, is the standard deviation of rate of change in reserves calculated
until period ¢; o L is the rate of change in reserves.

To obtain a dependent variable, we need a specific threshold. As the value
of the EMP varies significantly between countries, the limit must be individ-
ual, even though the rule is the same for all. Following Kinkyo (2020), our
dummy variable returns a value of 1 when the value of the EMP index ex-
ceeds the value of 95 percentile, calculated by country to date:

1 if there is any month in next 12 with a EMP value above the 95th percentile,
o= {0 otherwise. 3)

Using these definitions, we show the incidence of pre-crisis periods in our
sample of countries in Figure 1. We can see that there is a correlation be-
tween countries, that is, some periods are characterized by several simultane-
ous crises. Two simple examples of this are the subprime crisis in 2008 and
the beginning of the coronavirus pandemic in 2020. It is also interesting to
note that some periods are characterized by crises only when we use the 10%
threshold, as in the period from 2010 to 2012. While in the late 1990s, the
share of crises with depreciation above 20% was higher.

3.2 Models

Our strategy for this forecasting model is to build an ensemble of different
models. This type of approach is widely used in machine learning because it
is proven to be quite effective in increasing the efficiency of the models and
balancing their weaknesses (zHANG; Ma, 2012; AMPOMAH; QIN; NYAME, 2020).
There are different ensemble methods, but we will use one of the simplest,
soft voting. In this technique, we estimate the different models individu-
ally, which will return, for each month and country, a crisis probability value.
Then, we average these multiple outputs to get a single probability value.
There is also the possibility to include weights in each model, but here we
used fixed weights.

To control the complexity of the model and to obtain a good generalization
in out-of-sample settings, the hyperparameters for the models were obtained

thresholds, but the count and intensity of currency crisis have decreased since the nineties, so a
25% month depreciation has become rarer.

3There are different ways to build this index. For example, in Eichengreen, Rose, and Wyplosz
(1995), there is the inclusion of the interest rate differential relative to the United States rate.
However, we prefer to keep the simpler and more widespread version of the indicator.
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Figure 1: Crises over time
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through a grid-search algorithm - a standard approach in the early warning
literature Holopainen and Sarlin (2017) and Beutel, List, and Von Schweinitz
(2018). The optimized hyperparameters for the different models are shown in
Table A.1.

We estimated four different models to get our Early Warning System. First,
them logistic regression, which is the simplest and the most used in this type
of forecast. So we can consider it our baseline estimation. The parameters
are not country-specific, because we have unbalanced classes: there are many
more “tranquil” periods than crisis periods. Estimating an individual model
for each country could generate a loss of relevant information, and could lead
to a problem of too many variables (features) for few observations. This ap-
proach is followed by the other models, as we estimate all the data together

The Random Forest is the second model (1o, 1998). This is an ensemble
method that averages several decision trees using a bagging algorithm. Its
primary goal is to reduce the issue of over-fitting, which is extremely preva-
lent when using deep decision trees. The random forest has recently attracted
more interest in time series applications because it has shown to be quite suc-
cessful in solving problems of this nature, such as in Lohrmann and Luukka
(2019) and Kinkyo (2020).

Our third model is the XGBoost, which is also an ensemble method with
decision trees. The principle is similar to that of the random forest but uses
gradient boosting - a procedure that optimizes a loss function to aggregate the
trees. This method has gained considerable relevance in recent years, as it is
used to win several machine learning competitions. In terms of time series
forecasting, it demonstrated excellent forecasting ability compared to other
statistical and ML models (aBoLGHAsEMI et al., 2019), in addition to being
used in the FFORMA model, it achieved second place in the M4 competition
(MONTERO-MANSO et al., 2020).

Finally, we will use a deep learning model, Long Short Term Memory
(LSTM). This is a recurrent artificial neural network. This method makes it
possible to process data sequentially. For this reason, it is used for time se-
ries problems, identifying relationships with lags between variables. Like the
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other two previous models, it was also shown that it outperforms traditional
models in time series problems (SIAMI-NAMINT; NAMIN, 2018).

For the Random Forest, XGBoost, and LSTM models, we use the log loss
criterion, also known as the cross-entropy loss, as a loss function to be mini-
mized in the validation step. Most articles in the literature primarily use other
metrics, such as AUC or accuracy. In contrast to these, which evaluate only the
final classification of the model (in our case, crisis or non-crisis), the log loss
penalizes the model based on the estimated probability. For example, an erro-
neous prediction that there is a 90% probability of a crisis has more penalties
than a prediction that is also wrong, but which pointed out only a 60% prob-
ability of a crisis. Using the log loss is justified by the intrinsic difficulty of
predicting a currency crisis. In this context, an increase in the probability of a
crisis from 10% to 40% is relevant and informative regarding the heightened
risk of a currency crisis, even though the crisis probability for the model is
still less than 50% - below the threshold that would make the model indicate
a currency crisis in the next 12 months.

3.3 Cross-Validation and Time Series

The standard approach to assess the generalizability of the results of ma-
chine learning applications is to use the K-fold cross-validation (CV) algo-
rithm (HASTIE; TIBSHIRANI; FRIEDMAN, 2009). However, time series data can
present patterns - such as serial correlation and non-stationarity - that violate
key hypotheses that are needed to guarantee the desirable statistical proper-
ties of the K-fold cross-validation method. Also, there is the basic intuition
that we should not use data from the future to predict the past Bergmeir,
Hyndman, and Koo (2018).

We are dealing with a set of macroeconomic and financial time series that
in general are serially correlated and non-stationary. Therefore, we use a
slightly different validation technique, called time series validation or for-
ward validation, which respects the temporal structure of the data and has de-
sirable statistical properties in the presence of non-stationary data Schnaubelt
(2019).

Instead of a random division, as done by K-fold, the data is split in an
orderly fashion by time. Also, the data and validated parameters are only
trained using previous data. We split the data using 5 sequential folds. The
model metrics are then assessed in the test set. Figure 2 describes the valida-
tion and testing strategy.

3.4 Imputing missing data

The issue of missing observations is an important theme which is often over-
looked in the Early Warning literature. As far as our knowledge goes, only
Kinkyo (2020) details explicitly a method to correct this problem. Of course,
most papers used lower time frequencies, which can mitigate the missing ob-
servations problem. Using fewer predictive variables or countries can also
alleviate the problem, however, it is unlikely that the issue will be completely
eliminated, and at limit, it makes the estimation of machine learning models
impossible.

The incidence of missing observations in the sample is nearly 10%. This
number varies considerably concerning each country and each variable. Some
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Figure 2: Time validation method
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series start after the first month (January 1995), in others there is no data for
some countries. Attributing the missing observations is a challenge, espe-
cially in this case. Removing variables or countries with a lot of missing data
can compromise the model by removing important information. The opposite
case is equally damaging, since imputing a large chunk of data can cause a lot
of noise to be included. We, thus, removed many countries from the sam-
ple as they did not have enough data. Following, Kinkyo (2020), we use the
K—Nearest Neighbors method to impute the missing data. It is a multivariate
impute method, which models each feature with missing values as a function
of the other ones.

4 Results

4.1 Metrics evaluation

Forecasting a currency crisis is an imbalanced classification problem, that is,
the distribution of the dependent variable between 0 (tranquil periods) and
1 (crisis periods) is far from balanced, which would be 50% of the observa-
tions for each. Naturally, the more unbalanced the problem is, the easier it
is to achieve greater accuracy, even if the model is not necessarily better. For
example, if we have a sample with only 1% of pre-crisis periods, a model that
does not predict any of them may have 99% of accuracy by predicting only
“tranquil periods”. In summary, this is why in this case it is much more im-
portant to analyze the value of other metrics, such as the AUC. However, many
studies, such as (sevim ef al., 2014; aLamiNos et al., 2019) use accuracy with-
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Table 1: Metrics results

10% drop 15% drop ~ 20% drop EMP index criteria

Logit 0.843 0.832 0.957 0.829
Random Forest 0.786 0.932 0.957 0.720
Accuracy  XGBoost 0.850 0.929 0.964 0.776
LSTM 0.825 0.671 0.894 0.596
Ensemble 0.839 0.879 0.952 0.596
Logit 0.537 0.546 0.500 0.500
Random Forest 0.684 0.611 0.652 0.476
AUC XGBoost 0.629 0.627 0.677 0.501
LSTM 0.497 0.528 0.619 0.499
Ensemble 0.637 0.636 0.663 0.484
Logit 0.387 0.241 0.178 0.484
Random Forest 0.463 0.374 0.207 0.645
Log loss XGBoost 0.347 0.255 0.140 0.481
LSTM 1.144 0.495 0.248 2.681
Ensemble 0.350 0.242 0.149 0.516

out any further discussion, which can make the reported results misleading
in relation to the quality of the model.

It is necessary to define a probability value that separates the forecasts
between tranquil periods and pre-crisis periods. As we are using log loss to
validate the parameters, the default value of 50% may not be the most ap-
propriate depending on the criteria you want to optimize. Similar to Cande-
lon, Dumitrescu, and Hurlin (2012), we use an optimal cut-off value based on
maximizing AUC on the validation set.

To evaluate the models, we only return the results of the out-of-sample
metrics, as shown in Table 1. The log loss, which was used as a loss func-
tion in the validation set, has a rather simple interpretation. Nonetheless, for
completeness, we also include the results of the AUC and the accuracy of all
models. For each metric, the table shows the values for each of the models
individually and the value of the ensemble by soft voting.

The estimated model using the dependent variable based on the EMP in-
dex has a much worse performance than models based on the simple nominal
depreciation rate. This may be due to monetary policy, given that the central
bank can avoid a strong devaluation using monetary reserves. Thus, this vari-
able appears to have more noise than the variable with simple depreciation,
which makes it less efficient to be used in the forecast.

An important point of these results is to show the effectiveness of using the
model ensemble. This model returned the best AUC for the estimation with a
15% threshold, the second-best for 20% and 10%. It is worth mentioning that
the adopted ensemble method was simple, in addition to being affected by the
poor individual performance of Logit and LSTM. Some more robust ensemble
methods, such as boosting, may bring even better results. Regarding the indi-
vidual models, the consistent performance of the random forest algorithm is
noteworthy, a not-so-complex model that provided results similar to the more
complex XGBoost. On the other hand, the LSTM has failed in this regard. One
possible explanation is the low number of observations in relation to what is
necessary for deep learning models.

At first, the results of the performance metrics may seem discouraging.
There are studies with accuracy close to 0.99 (aLaminos et al., 2019), oth-
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ers with AUC above 0.95 (RaML1; 1sMAIL; woor, 2015), despite the differences
in the dependent variable definition. However, we seek to use parameters
that would allow our forecast to be performed with this metric in real policy-
making and investment settings. If it were possible to predict a currency crisis
with such precision, months before it occurred, using public databases and
widely used methods, we would be facing a clear violation of the efficient
markets hypothesis (MaLkier; Fama, 1970). Therefore, our forecast, with an
AUC of 0.636 to 0.663, depending on the threshold used, can be considered
adequate and realistic.

4.2 Some practical examples

The values of the performance metrics are very important, but to evaluate an
Early Warning System it is also interesting to understand how it behaves in
showing us the probability of a crisis. For this, we selected some countries
to monitor the performance of the model in the out-of-sample period. In all
the graphs that are shown in this section, the black line is the probability
estimated by the ensemble of the four models (logit, random forest, XGBoost
and LSTM). The colored lines represent the individual probabilities estimated
by these models. Furthermore, the vertical line represents that there was a
depreciation above the specific threshold in that month and the shaded area
represents the period 12 months before the crisis.

It is interesting to note that in April 2020 we had several major currency
devaluations in developing countries caused by the worsening of the coron-
avirus pandemic. One of the countries most affected was Mexico, which has
the probability shown in Figure 3. It is possible to see that the model de-
tects an increase in instability in February and starts to rise. The same is true
for Russia, which also suffered a sharp depreciation that month. However, in
both cases, there is an increase in probability in previous periods that is not
followed by a crisis. For the same period, the model for Brazil has an increase
in probability, but one that is much less marked and evident than in the previ-
ous two cases. Also, there is a period with a high probability of depreciation,
but without an event. The case of Argentina is more emblematic, given that it
is a country that has been going through several exchange rate crises in the last
20 years. In this country, the model behaves very clearly and correctly, reflect-
ing the political and economic conditions that the country has been through.
In the last individual case, Egypt, unlike the other four, we chose to show the
model with a 20% threshold. This case behaves in the ideal way of an Early
Warning System, with very low probabilities in tranquil periods, but with a
substantial increase in the probability right before a currency crisis.

5 Conclusion

Our goal in this article was to build an Early Warning System for currency
crises using machine learning models. Our contribution is to build a model
that is applicable in policy making and investment settings and deals with re-
current problems in the literature such as: data with low frequency, that does
not consider publication lag, misuse, and/or misreporting of validation tech-
niques in time series data and inappropriate use of model evaluation metrics.
Our model showed that although it is not possible to predict exchange rate
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Figure 3: Probability of a crisis - Output of ensemble model
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crises with perfect accuracy, it is possible to build a model that returns useful
probabilities for decision-making.

Still, there are limitations to our work. For example, due to the avail-
ability of data, we have chosen to work with a restricted sample of countries,
almost all of which are middle-income. A wider sample - with the inclusion of
low-income and frontier economies - would enrich the model predictions and
robustness. Also due to data quality considerations, we started our dataset
in 1995. A longer sample - reaching the 80s and 70s - would improve our
understanding of how currency crises change as the global economy changes.

Finally, currency crises are notably very challenging to predict and the
blind application of machine learning techniques and metrics to forecast them
can provide misleading results and give potentially wrong signals to policy-
makers and other stakeholders. We do not consider that the objective of mod-
eling a currency crisis should be to aim for unrealistic accuracy metrics rather
it should be to understand the signals and thresholds that typically have pre-
ceded one. We argue that the usage of machine learning techniques - which
are very powerful for prediction - should be coupled with an understanding
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of macroeconomic theory and policymaking objectives. While this approach,
as we have shown in this paper, produces more sober results in terms of pre-
diction accuracy it has the potential to provide more value in terms of guiding
macro-prudential measures for policymakers or asset allocation strategies for
investors.
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Appendix A

Table A.1: Hyperparameter Tuning via Grid-Search Algorithm

10% drop 15% drop ~ 20% drop

Max Depth 3 2 3
Number of Estimators 100 50 50
XGBOOST Learning Rate 0.01 0.1 0.05
Minimum Child Weight 10 5 7
Max Depth 20 50 60
Min Samples Leaf 2 2 2
Random Forest 1o samples Split 5 2 5
Number of Estimators 600 1000 200
Hidden Layer 3 3 2
Neurons per layer 64 32 8
Dropout rate 0.1 0.01 0.1
LSTM Learning Rate 0.001 0.001 0.001
Batch Size 5 10 5

Epoch Size 100 300 300
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Table A.2: Metrics results

Data (Source or Distributor)

Transformations applied

Nominal Exchange Rate - Local Currency relative
to USD (Fixer.io)

Month-over-month percentage change

Real Effective Exchange Rate - Based on consumer
price index (CPI) (World Bank)

Hodrick—Prescott filter

Total Reserves excluding Gold, Foreign Exchange,
US Dollars (World Bank)

Ratio in relation to GDP and monthly percentage
change

Value of Exports, Free on board (FOB), US Dollars
(World Bank)

year-over-year percentage change

Value of Imports, Free on board (FOB), US Dollars
(World Bank)

year-over-year percentage change

Claims on private sector (IMF)

year-over-year percentage change

Money Market Rate (IMF)

year-over-year percentage change

Lending Rate (IMF)

year-over-year percentage change

Net Foreign Assets (IMF)

Ratio in relation to total reserves and Monetary
Base, then year-over-year percentage change

Broad Money Liabilities (IMF)

Ratio in relation to total reserves and Monetary
Base, then year-over-year percentage change

Consumer Prices (World Bank)

year-over-year percentage change

Monetary Base (IMF)

Used in other variable calculations

Balance of payments on goods & services (IMF)

year-over-year percentage change

Balance of Payments (current account) (IMF)

Ratio in relation to GDP and year-over-year per-
centage change

Commodity net export price index (IMF)

year-over-year percentage change

Coupcast (probability of political coup) (OEF)

No transformation applied

Election Month (Binary) (OEF)

Transformed to indicate a future election in the
next 6 months (1 if positive, 0 if negative)

General government gross debt (IMF)

year-over-year percentage change

Stock market index (US Dollars) (World Bank)

year-over-year percentage change

Import Coverage (World Bank)

Level

Gross Domestic Product (World Bank)

year-over-year percentage change

Unemployment (World Bank)

year-over-year percentage change

Industrial Production Index (World Bank)

year-over-year percentage change

General
(IMF)

government net lending/borrowing

year-over-year percentage change

West Texas Intermediate 40 API Midland Texas;
US$ per barrel (IMF)

year-over-year percentage change

NASDAQ Emerging Markets Index (NQEM)
(NASDAQ)

No transformation applied

Gold Spot Prices - USD - Daily (Perth Mint)

No transformation applied

MSCI Emerging Markets Index Futures (Wiki
Continuous Futures)

No transformation applied

US Dollar Index Futures (Wiki Continuous Fu-
tures)

No transformation applied

VIX (Yahoo Finance)

year-over-year percentage change
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