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Using machine learning to classify temporomandibular
disorders: a proof of concept*
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Background: the escalating influx of patients with temporomandibular disorders and the challenges
associated with accurate diagnosis by non-specialized dental practitioners underscore the integration of
artificial intelligence into the diagnostic process of temporomandibular disorders (TMD) as a potential solution
to mitigate diagnostic disparities associated with this condition. Objectives: In this study, we evaluated a
machine-learning model for classifying TMDs based on the International Classification of Orofacial Pain,
using structured data. Methodology: Model construction was performed by the exploration of a dataset
comprising patient records from the repository of the Multidisciplinary Orofacial Pain Center (CEMDOR)
affiliated with the Federal University of Santa Catarina. Diagnoses of TMD were categorized following
the principles established by the International Classification of Orofacial Pain (ICOP-1). Two independent
experiments were conducted using the decision tree technique to classify muscular or articular conditions.
Both experiments uniformly adopted identical metrics to assess the developed model’s performance and
efficacy. Results: The classification model for joint pain showed a relevant potential for general practitioners,
presenting 84% accuracy and fl-score of 0.85. Thus, myofascial pain was classified with 78% accuracy and
an fl-score of 0.76. Both models used from 2 to 5 clinical variables to classify orofacial pain. Conclusion:
The use of decision tree-based machine learning holds significant support potential for TMD classification.
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Temporomandibular disorders (TMD) encompass a
diverse array of conditions that affect the masticatory
muscles, the temporomandibular joint (TMJ), and their
associated structures.! These conditions may include a
broad spectrum of signs and symptoms, ranging from
an isolated condition to the involvement of multiple
systems. This complexity renders the diagnosis of
TMDs a challenging task with a significant potential
for diagnostic errors, particularly for non-specialist
professionals in the field.?® The classification of
TMDs is typically grounded in international consensus
among experts’® and entails a comprehensive patient
assessment that takes many factors into account.

The International Classification of Orofacial Pain
(ICOP-1) is the first comprehensive classification
system solely dedicated to orofacial pain. This
classification was modeled after the structure of the
International Classification of Headache Disorders
(ICHD), which is widely accepted and globally used
by medical practitioners and researchers.”® However,
these conditions are often underdiagnosed or receive
limited attention in oral healthcare, which can be
observed in the disparity between the estimated
amount of required treatment and the treatment
actually performed.t®

The literature provides evidence of deficiencies in
dentists’ knowledge on the management of patients
with TMD.1-13 Furthermore, studies have demonstrated
that a substantial proportion of such professionals
lack the necessary experience and skills to perform
diagnostic and therapeutic procedures related to
TMD.* One potential explanation for this situation is
the inadequate training received during undergraduate
courses, which can impact the ability of young and
inexperienced dentists to identify TMD.1%4 In the
current era of dental education, however, there has
been a shift toward digitalization and the integration of
new technologies to enhance the learning process.516
These advances, such as digital simulations and
artificial intelligence-based tools, have the potential
to significantly improve diagnostic capabilities and
clinical training for TMD. Nevertheless, despite these
benefits, the implementation of such technologies can
also introduce challenges, as they may increase stress
and dissatisfaction among students due to the steep
learning curve of these tools.”

In recent years, various screening tools and
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clinical examinations for detecting temporomandibular
disorders (TMD) have been developed and used to
address gaps in the diagnosis of these conditions.
These tools should be relatively concise, use plain
language, and be easy to implement.*® Furthermore,
efforts to simplify and adapt assessment systems to
make them more feasible for general practitioners are
commendable. Nevertheless, it is crucial that each
clinician becomes familiar with the recently proposed
TMD assessment tools and incorporates them into
their practice.®

In the other hand, the application of artificial
intelligence (AI) in TMD diagnosis holds the potential
to provide support for non-specialist professionals,
resulting in a more effective dental practice,?-> given
its capacity to enable computers to act like humans
and make independent decisions or requiring minimal
human intervention. AI use is not confined solely to
academic research but extends into the commercial
domain, encompassing various areas within dentistry.*®
Its applicability can span from handling dental
emergencies to the differential diagnosis of oral
lesions, interpretation of radiographs, analysis of
facial growth during orthodontic treatments, planning
and simulation of ideal restorations for specific
patients, and has demonstrated promising outcomes
in detecting TMD.?2:5:20-23

Among the various available Al methods, the
decision tree algorithm via machine learning functions
similarly to human reasoning in decision-making.
Decision trees constitute a group of classifiers with
comprehensible criteria and enabling their logic to
be evaluated by an expert.?* From the perspective
of knowledge discovery, the capacity to monitor and
assess each step of the decision-making process
emerges as a significant factor for instilling confidence
in auxiliary diagnostic methods within the healthcare
domain.? Thus, this study’s objective was to develop
and assess a machine-learning model with the
capability to classify TMD based on the ICOP-1.

The analyses were conducted using the clinical
records repository of the Multidisciplinary Orofacial
Pain Center (CEMDOR) at the Federal University of
Santa Catarina, Brazil. All diagnoses were either
provided or reviewed by a specialist. This center

2/7 2024;32:e20240282



holds a distinguished reference position in the field of
orofacial pain, catering to patients referred from a wide
range of public and private institutions. An operator
performed the initial screening of the patient records
and subsequently transcribed the relevant information
into a comprehensive database. The project was
approved by the institutional ethics committee (CAAE:
60532822.8.0000.0121).

Inclusion criteria were patients aged at least
18 years, with a diagnosis of joint or muscle TMD
and complete clinical documentation. Patients with
incomplete treatment documentation, as well as
records in which subjective parts were described in
continuous text, were excluded from the sample. The
inclusion criteria generated a convenience sample
of 122 medical records, of which the diagnoses are
outlined in Table 1.

The execution of the machine learning phase was
carried out using the decision tree method. For this
purpose, Python programming language (Python
Software Foundation, Delaware, USA) was selected,
along with the libraries NumPy, Pandas, Scikit-learn,
Graphviz, Matplotlib, and Seaborn. These tools are
code libraries that offer an array of functionalities for
program development. Initially, the samples were
randomly divided into proportions of 70% and 30%
for the construction of training and testing models,
respectively. To enhance model performance, three
parameters were pre-adjusted: the function to
measure the quality of a split, the maximum depth
of the tree, and the minimum number of samples
required to split an internal node. The patients’ record
data in CSV file format were loaded into a Pandas
DataFrame object. Two distinct decision tree models
were constructed: one for orofacial myofascial pain
and another for temporomandibular joint (TMJ) pain.
The following steps and descriptive analyses were
conducted independently for each of the models.

Attempts were undertaken using all combinations
of two functions to measure the quality of a split (Gini

Table 1- Diagnoses from medical records

Index and Entropy): four potential maximum depths
of the tree (2, 3, 4, and 5), and six potential minimum
number of samples required to split an internal node
(5, 10, 15, 20, 25, and 30). The combinations that
yielded the highest accuracies for the training data
(78% orofacial myofascial pain and 84% TMJ pain)
were subsequently chosen for further analysis.

Two independent experiments were carried
out to classify myofascial pain and TMJ pain. Both
experiments used the same metrics to evaluate the
models performance.

Table 2 shows the metrics used to evaluate the
classification model for orofacial myofascial pain.
These metrics provide information on the model
performance for each class individually, as well as
aggregate metrics that consider the model overall
performance.

The decision tree employed data from specific
medical records for decision-making, using five
characteristics out of a total of 54. The most relevant
characteristic was the onset of pain (0.514), followed
by location (0.304), maximum opening, the visual
analogue scale of pain, and pain by palpation of the
posterior TM]. Other characteristics supplied to the
model did not contribute significantly to predicting
the outcome.

Table 3 shows the metrics used to evaluate the
classification model for temporomandibular joint
(TM3J) pain. These metrics provide information on the
model performance for each class individually, as well
as aggregate metrics that consider the model overall
performance.

Diagnostic Amount
Myofascial orofacial pain

Primary myofascial orofacial pain 31
Acute primary myofascial orofacial pain 11
Chronic primary myofascial orofacial pain 80
Temporomandibular joint (TMJ) pain

Primary temporomandibular joint pain 72
Secondary temporomandibular joint pain 34
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Table 2- Performance metrics of the decision tree model for orofacial myofascial pain

Precision Recall F1-score Support
Primary myofascial orofacial pain 0.83 0.50 0.62 10
Acute primary myofascial orofacial pain 0.50 0.33 0.40 3
Chronic primary myofascial orofacial pain 0.79 0.96 0.87 24
accuracy 0.78 37
macro avg 0.71 0.60 0.63 37
weighted avg 0.78 0.78 0.76 37
Table 3- Performance metrics of the decision tree model for temporomandibular joint pain
Precision Recall F1-score Support
Primary TMJ joint pain 0.90 0.86 0.88 22
Secondary TMJ joint pain 0.73 0.80 0.76 10
accuracy 0.84 32
macro avg 0.82 0.83 0.82 32
weighted avg 0.85 0.84 0.85 32

The decision tree employed data from specific
medical records for decision-making in TMJ pain cases,
using only two characteristics out of a total of 54. The
most relevant characteristic was the presence of a
“clicking” effect at the beginning of the mouth opening
(0.946), followed by pain by palpation of the temporal
muscle (0.005).

This study describes a machine-learning approach
based on a decision tree for the detection of orofacial
myofascial pain and TMJ] pain, with diagnoses based
on the ICOP-1. Two different decision trees were
generated, one for each condition assessed. Results
show that the model effectively detected both
conditions with an accuracy of over 75%. Therefore,
our results suggest that AI can play a valuable
complementary role in the existing diagnostic tools.
The model was developed using the medical records
of a reference center for orofacial pain - CEMDOR.
Thus, every patient had diagnosis of some level of
pain, whether muscular and articular or just muscular.
Therefore, after screening all the medical records,
we obtained a convenience sample of 122 complete
records with diagnoses reviewed by a specialist in TMD
and orofacial pain.

In the case of orofacial myofascial pain, an accuracy
of 78% was obtained for classifying primary orofacial
myofascial pain, acute primary orofacial myofascial
pain, and chronic primary orofacial myofascial pain.
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These data are similar to previous studies on the use of
Al to detect painful conditions of the face.>¢ Our model
obtained a good overall performance in classifying
the proposed conditions, similar to previous studies
using AI.3-® In the analysis of muscle conditions,
underdiagnoses were observed for the class of acute
primary pain, in which one subject was classified as
chronic primary and another only as primary pain.
The above-described difficulty in correct classification
may be due to the small number of medical records
provided to the model with this type of diagnosis when
compared to the other classes. The identification of
TMD is a long process based on medical history and
complementary exams, with evidence suggesting that
acute pain is not early detected nor is a condition
diagnosed at an early stage.®

For the detection of TMJ] pain, an accuracy of
84% was found for classifying primary TMJ pain and
secondary TMJ pain. Models created to detect joint
TMD using imaging tests achieved similar accuracy to
our study, with 78% accuracy when using CT scans -
similarly to that achieved by specialist radiologists.*
Studies using magnetic resonance imaging have
achieved 89% accuracy.? Both studies using data from
complementary imaging exams and clinical data from
medical records achieved relevant diagnostic accuracy
values; however, no study managed to classify all
diagnoses correctly. Since the association of both
analyses is essential for the diagnosis of 100% of
cases, it should be considered for improvement in
Al-assisted diagnostic models.

In addition to the presented data, it was possible
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to observe the small humber of variables used to
diagnose orofacial pain conditions. The complexity
and excessive data volume in medical records for
pain diagnosis make clinical interpretation difficult,
especially for professionals without expertise in the
area. From a clinical point of view, all the questions
in the questionnaire are relevant and contribute to
designing an appropriate and personalized treatment
for the patient. However, the model used only a few
characteristics out of several to predict a condition
and, when provided with an adequate amount of data,
obtained correct diaghoses.

Extensive diagnostic instruments are difficult to
manage, both in clinical settings and epidemiological
research due to the time they consume and the fatigue
generated in both patients and professionals, affecting
the answers obtained and the way they are recorded.
Despite the diagnosis complexity, it is important that
the instrument is simple and contains only relevant
questions.?® However, it is important to note that
this study did not cover all orofacial pain diagnoses.
To define relevant variables until the last stage of
each possible diagnosis, it is necessary to carry out a
more comprehensive analysis, making it possible to
determine whether other characteristics are relevant
to the diagnosis of the conditions in question.

To improve our model, it is necessary to increase
the number of patients and balance the distribution
between diagnoses. One of the limitations of the
decision tree is its susceptibility to underfitting and
overfitting, especially when data sample is small.?>?7
Underfitting occurs when the model does not fit
the training data because it fails to learn important
patterns in the data. This problem is identified when
the model performs poorly on the training and test
data. Overfitting occurs when the model overfits the
training data, capturing even the noise present in
the data. In this case, the model loses its ability to
generalize to new data. Overfitting can be identified
when a model performs excellently on training data
but poorly on test data.?® This compromises the
classification capacity and robustness of the model.?”

Other important aspect observed in this study
is the identification of seemingly unconventional
characteristics by the machine learning model when
distinguishing between orofacial myofascial pain and
temporomandibular joint pain. These associations,
such as the link between posterior TMJ palpation
and myofascial pain, may appear counterintuitive
from a clinical perspective. This reflects a common
limitation in AI models, which, when trained, identify
statistical patterns that do not always align with

Figure 1- Flowchart of machine learning model application in daily dental practice to assist dentists in decision-making
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established clinical practice. The integration of
continuous feedback from healthcare professionals
and the adjustment of model parameters can help in
reducing these discrepancies and improving the results
applicability in clinical settings.

In addition to these limitations, the use of artificial
intelligence (AI) in TMD assessment also presents
challenges. While Al offers great potential for
improving diagnostic accuracy, it requires large, high-
quality datasets to train robust models. Furthermore,
the clinical integration of Al tools requires extensive
validation and testing to ensure reliability in diverse
patient populations. Another limitation is the potential
for AI models to introduce bias if the training data is not
sufficiently representative of the broader population.
These factors must be considered when interpreting
the results of Al-based models in TMD assessment,
and future studies should focus on addressing these
challenges to enhance the accuracy and applicability
of such technologies in clinical practice.

Although diagnostic methods aided by artificial
intelligence (AI) are less relevant when used by
specialists, they are highly valuable for non-specialist
clinicians.® Figure 1 illustrates how the model developed
in this study can be applied in daily dental practice
to assist dentists in decision-making. This flowchart
provides a clear framework for integrating the model
into routine clinical workflows, helping dentists
efficiently assess and manage temporomandibular
disorders. To this end, Al tools must be developed with
scientific rigor, validated through clinical studies, and
used as a complementary tool in the clinical judgment
of health professionals. The application of Al in
dentistry represents great potential to drive advances
and benefits in the field. It is a powerful tool that
complements and assists the work of dental surgeons,
providing faster and more accurate diagnoses, as well
as a better overall patient experience. In addition, Al
can help analyze large amounts of dental data for a
better understanding of oral health patterns, trends,
and predictions, helping to develop more effective
prevention and treatment strategies.

It can be concluded that:
The use of decision trees by machine learning
presents relevant potential to aid in the clinical
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diagnosis of TMD;

The implementation of TMD clinical diagnosis
methods aided by AI should be widely adopted in the
clinical routine;

Non-specialist professionals in the field of TMD
and orofacial pain can benefit from Al-assisted clinical
diagnosis.
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