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Shnply Connected Algebras 

Ibrahim Assem 

Abstract : The main aim of this survey is to discuss 
the class of simply connected algebras, their characterisations, 
const ruction techniques and examples. It is an expanded ver­
sion of a series of lectures given by the author at the "Work­
shop em Representacoes de Algebras", held at IME-USP. 
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The present survey is an expanded, but generally faithful, version of a series 
of three lectures given by the author at the "Workshop em Representac;oes de 
Algebras" held at the IME from the 14th to the 16th of July 1999, prior to the 
Conference on Representations of Algebras in Sao Paulo which took place from the 
19th to the 24th. The objective of the lectures was to introduce the participants to 
an important class of finite dimensional algebras over an algebraically closed field, 
namely that of the simply connected algebras. Their importance became apparent 
since the study of representation-finite simply connected algebras, first introduced 
by Bongartz and Gabriel , see [BG]. Indeed, for an arbitrary representation-finite 
algebra A, the indecomposable A -modules can be lifted to indecomposable mod­
ules over a simply connected algebra .4, contained inside a certain Galois covering 
of the standard form of A, see [BrG]. Thus, covering techniques allow to reduce 
many problems of the study of representation-finite algebras to problems about 
representation-finite simply connected algebras. The latter are by now considered 
to be well-understood (see [BG, BLS, BrG]) but little is known about covering 
techniques or simply connected algebras in the representation-infinite case. Cer­
tain classes of simply connected algebras have been extensively investigated, for 
instance, the strongly simply connected algebras, introduced by Skowronski in 
[S2] , but, so far, an effective criterion allowing to decide whether a given algebra 
is simply connected or not does not exist. However, several partial results are 
known (see, for instance, [AL, AP, S2]) and the purpose of these notes is precisely 
to present the existing characterizations, construction techniques, and examples 
of classes of simply connected algebras. 

This paper consists of the following sections: 

1. The fundamental group and simple connectedness. 

2. The separation condition. 

3. The fundamental groups of a one-point extension. 

4. The Hochschild cohomology spaces and simple connectedness. 

5. Strongly simply connected algebras. 

6. Tilting and simple connectedness. 

7. Simply connected mesh algebras. 
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1. The fundamental group and simple connectedness. 

1.1. Notation. Throughout, k will denote an algebraically closed field. Byalge­
bra is always meant an associative, finite dimensional k-algebra with an identity, 
which we assume moreover to be basic, but not necessarily connected. 

A quiver Q is defined by its set of points Qo, and its set of arrows Q1. A 
relation from a point x to a point y is a linear combination p = L:~l Aiwi where, 
for each i (such that 1 ::; i ::; m), Ai is a non-zero scalar, and Wi is a path in Q 
with source x and target y. Such a relation is called a monomial relation if m = 1, 
and a commutativity relation if it is of the form p = Wl - W2. A set of relations 
generates an ideal I in the path algebra kQ of a finite quiver Q. Such an ideal 
is called admissible if, for any cyclic path W in Q, there exists s > 0 such that 
W S E I. If I is an admissible ideal of kQ, then the pair (Q , I) is called a bound 
quiver. 

To each algebra A corresponds a quiver Q A. Indeed, let el, .. . , en be a 
complete set of primitive orthogonal idempotents of A. Then Q A is defined as 
follows : the points {I, ... ,n} of Q A are in bijective correspondence with the ei, 
and the arrows from i to j are in bijective correspondence with a basis of the 
k-vector space ei(rad A/rad2 A)ej. While it is easily shown that this construction 
does not depend on the choice of a particular complete set of primitive orthogonal 
idempotents, or of basis of the above vector space, it induces a surjective algebra 
morphism v : kQA -+ A which heavily depends on these basis: indeed, v is defined 
by mapping the stationary path at i E (QA)O to the corresponding idempotent ei, 
and the arrow Q: E (QAh to the corresponding basis vector Xc:> of rad A/rad2 A, 
and is extended in the obvious way. Then the kernel Iv of v is an admissible ideal, 
and we have A ~ kQA/Iv. The bound quiver (QA,Iv) is called a presentation of 
A. If Iv is generated by paths (thus, by monomial relations), then (QA,Iv) is 
called a monomial presentation. 

It is sometimes convenient to consider an algebra A ~ kQ / I as a k-category 
as in [BG] . The class Ao of objects of this category is the set Qo of points in Q , 
and the set A(x, y) of morphisms from x to y is the k-vector space kQ(x, y) of 
linear combinations of paths in Q with source x and target y, modulo the subspace 
I (x, y) = I n kQ (x, y). A full subcategory B of A is called convex if, for any path 
Xo -+ X l -+ ... -+ Xt in (the quiver of) A, with Xo, Xt E Bo, we have Xi E Bo for 
all i with 0 < i < t . The algebra A is called triangular if its quiver Q A is acyclic 
(that is, has no oriented cycles). Except where otherwise (explicitly) specified, we 
shall be concerned exclusively with triangular algebras. 

Let A be an algebra. By an A -module is meant a finitely generated right 
A-module. We denote by modA the category of A-modules and A-linear maps. 
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It is well-known that, if A = kQ / I, then modA is equivalent to the category of all 
bound representations of (Q,1), we may thus identify an A-module M with the 
corresponding representation (Mx, M Oi )xEQo,OiEQl' For each x E Qo, we denote by 
Sex) the corresponding simple A-module, and by P(x) (or I(x)) the projective 
cover (or the injective envelope, respectively) of Sex). The algebra A is called 
schurian if, for all x,y E Ao, we have dimk HomA(P(x),P(y)) S; 1. For general 
facts about the representation theory of an algebra A, we refer the reader to [ARS, 
R1]. 

1.2. Simple connectedness. We start by defining the fundamental group 
of a bound quiver. Let (Q,1) be a connected bound quiver. A relation p = 
2::1 AiWi E I(x, y) is called minimal if m 2 2 and, for every non-empty proper 
subset J of {I, ... ,m}, we have 2: jE J AjWj f/. I(x,y). 

For an arrow a : x ~ y, we denote by a- 1 : y ~ x its formal inverse. A walk in 
Q from x to y is a formal composition a~l a~2 ... a~t (where ai E Ql, fi E {-I, + I} 
for all i such that 1 S; i S; t) with source x and target y. We denote by ex the 
stationary path at x. If w is a walk from x to y, and w' is a walk from y to z, then 
their composition WW' is a walk from x to z. We thus have a (partially defined) 
product of walks. Clearly, if W is a walk from x to y, then w = exw = wey . 

We now define the homotopy relation,...., on (Q,I) (see [G, MP]) to be the 
smallest equivalence relation on the set of all walks in Q satisfying the following 
conditions: 

(a) For each arrow a: x ~ y in Q, we have aa- 1 ,...., ex and a- 1a ,...., ey. 

(b) For each minimal relation 2::1 AiWi in I, we have Wi ,...., Wj for all i,j 
such that 1 S; i, j S; m . 

(c) If u, v, wand w' are walks, and u ,...., v, then wuw' ,...., wvw', whenever 
these products are defined. 

We denote by w the homotopy class of a walk w. Clearly, the product of walks 
induces a product of homotopy classes: given two walks u and v, the products uv 
is defined whenever the product uv is defined and, moreover, uv = uv. 

Let x E Qo be a fixed point, which we call the base point, and consider 
the set of all homotopy classes of walks of source x and target x. On this set, 
the product of homotopy classes is everywhere defined, and is easily seen to in­
duce a group structure. This group 1l"1 (Q, I, x) is called the fundamental group of 
the bound quiver (Q,1) with base point x. Now, for any two points x, y E Qo, 
the fundamental groups 1l"1 (Q, I, x) and 1l"1 (Q, I, y) are isomorphic: indeed since 
Q is connected, there exists a walk u, say, from x to y, thus an isomorphism 
1l"l(Q,1,X) ~ 1l"l(Q,1,y) given by w ~ u- 1w u. Thus the fundamental group 
does not depend on the choice of a base point , we denote it simply by 1l"1 (Q, 1) 
and call it the fundamental group of (Q, 1). 

On the other hand, it follows from the definition of the homotopy relation 
that the fundamental group depends essentially on the minimal relations, thus on 
the ideal I. We are then led to the following definition. 
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DEFINITION [AS). A connected triangular algebra A is called simply con­
nected if, for every presentation (QA, I,,) of A, the fundamental group 1r1 (Q A, I,,) 
is trivial. 

Before giving examples, some comments are in order. First, in the case of 
representation-finite algebras, the above definition coincides with that in [BG]: this 
indeed follows from [BrG)(1.2) and [MPJ(4.3). On the other hand, the following 
proposition explains the reason for the name of simply connected algebras. 

PROPOSITION [Sl)(4.2). Let A be a connected triangular algebra. Then A 
is simply connected if and only if it admits no proper Galois covering. -

Clearly, neither the definition, nor the above proposition, allow to recognise 
easily whether a given algebra is simply connected or not . We thus need criteria. 

1.3 Examples. 

(a) A monomial relation is never a minimal relation. Consequently, if I is 
an ideal in the path algebra kQ of a quiver Q which is generated by 
monomial relations, then 1r1 (Q, 1) equals the fundamental group 1r1 (Q) 
of Q considered as a graph. In particular, 1r1 (Q, 1) is trivial if and only 
if Q is a tree. As a consequence, if A is an algebra whose quiver Q A is a 
tree, then A is simply connected. 

(b) For the same reason as in (a), a hereditary algebra is simply connected 
if and only if its quiver is a tree. 

(c) Let A = kQ/I, where Q is the quiver 

a 
o • o o 

2 3 

y 

and I is generated by /3a:. Since I is generated by a monomial relation, 
we have 1r1 (Q,1) = 1r1 (Q) ~ Zl. Indeed, taking 3 as base point, we see 
that 1r1 (Q, I) is generated by the homotopy class 7J 1-1 . On the other 
hand, let A' = kQ/I' , where Q is the same quiver as above, and I' is 
generated by /3a: - 'Ya:. Then A ~ A'. Indeed, let {x~,x~ , x~} be a basis 
of rad A' /racP A' where to each arrow in Q is associated a basis vector 
(so that x~x~ = x~x~). We obtain a basis {Xar, x,B, x,} of rad A/racP A 
by setting Xar = x~, x,B = x~ - x~ and x, = x~. Clearly, xarx,B = O. 
This shows that A ~ A'. On the other hand, /3a: - 'Ya: is a minimal 
relation. Hence 7J a = 1 a in 1r1 (Q, I') and 7J 1-1 = 1. This shows that 
11"1 (Q, I') = 1. In particular, A is not simply connected. 

(d) Let A = kQ/I, where Q is the quiver. 
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and J is generated by a8, /3E and 'Y8 - 'YE. Then clearly 'ITl (Q, J) = 1. 
Moreover, A is simply connected. Indeed, any choice of a basis of rad AI 
racP A will lead to at least one minimal relation with target 1 and source 
iE{3,4,5}. 

(e) The following example, due to Riedtmann, explains the triangularity 
assumption in the definition. Let Q be the quiver. 

O .. 
IX 0 l' ... EE------------- 0 2 

y 

and J be the ideal generated by a 2 - /3'Y, 'Y/3 - 'Ya/3, a 4 . We claim that 
'ITl (Q, J) = 1. Choose 1 as base point. It suffices to show that each of 
the cyclic walks a and /3'Y has a trivial homotopy class, Now, 'Y/3 - 'Ya/3 
is a minimal relation. Hence;y/J = ;y (i/J which yields (i = 1. Similarly, 
a 2 - /3'Y yields /J;y = 1. 

2. The separation condition. 

2.1. We now look at a combinatorial condition which is easy to verify and is closely 
related to simple connectedness (in fact, is equivalent to it in the representation­
finite case). This is the so-called separation condition of Bautista, Larrion and 
Salmeron [BLSj. In order to define it, we let A be a triangular algebra (not nec­
essarily connected), an A-module M is called separated if, for each connected 
component C of A, the restriction Mlc of M to C is zero or is indecomposable. 
This can be expressed in terms of supports: the support of an A -module M is the 
full subcategory supp M of A generated by all x E Ao such that Mx i- O. Thus, 
an A-module M is separated if and only if the supports of its distinct indecom­
posable summands lie in distinct connected components of A. For instance, any 
indecomposable module over a connected algebra is (trivially) separated. 

DEFINITION. Let A be a triangular algebra, and x E Ao. 

(a) Let AX denote the full subcategory of A generated by the non-prede­
cessors of x in Q A. Then x is a separating point if the restrictions to A x 

of rad P(X)A is separated as an AX-module. The algebra A is said to 
satisfy the separation condition if each x E Ao is a separating point. 
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(b) Let "A denote the full subcategory of A generated by the non-successors 
of x in Q A. Then x is a coseparating point if the restriction to "A of I (x) / 
Sex) is separated as an "A-module. The algebra A is said to satisfy the 
coseparation condition if each x E Ao is a coseparating point. 

2.2. Examples. 

(a) An algebra whose quiver is a tree always satisfies the separation (and the 
coseparation) condition. 

(b) A hereditary algebra satisfies the separation (or the coseparation) con­
dition if and only if its quiver is a tree. 

(c) The algebra of (1.3)(d) does not satisfy the separation condition: the 
point 2 is not separating, since rad P(3) £:: ~ EB S(2) has two distinct 
indecomposable summands lying in the same connected component of 
A3. 

(d) The algebra given by the quiver 

~ II 
60" 7 0 " 0 8 

! ! / 
1 0 

" 

~ 
40 

" 

A 
Os 

I- / 
O 2 ° 3 

bound by a6 = 'YA, /3[ = 6f-L, a/3 = 0, Af-L = 0 satisfies the separation 
condition. 

(e) Clearly, if A satisfies the coseparation condition, then its opposite alge­
bra A op satisfies the separation condition, and conversely. There exist 
however examples of algebras satisfying one of these conditions, but not 
the other. Let A be given by the quiver 
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bound by a(3 = ,6, aA = ,/-1. Each indecomposable injective has an in­
decomposable (or zero) quotient by its socle, hence A satisfies the cosep­
aration condition. On the other hand, A does not satisfy the separation 
condition (neither 3 nor 4 is separating). 

2.3. We now investigate the relation between the separation condition and simple 
connectedness. For this purpose, we recall that the one-point extension of an 
algebra B by a B -module M is the matrix algebra 

A = B[M) = [! ~] 
where the operations are induced from the matrix operations and the module 
structure of M. The quiver QA of A t~en contains the quiver QB of B as a full 
convex subquiver, and there is an additional (extension) point which is a source. 

Dually, the one-point coextension of B by M is the matrix algebra 

(where D = H omk (_, k) : mod B -+ mod BOP is the standard duality), where 
the operations are induced from the matrix operations and the module structure 
of M. The quiver Q A of A then contains the quiver Q B of B as a full convex 
subquiver, and there is an additional (coextension) point which is a sink. 

It is important to observe that triangular algebras can be constructed as 
repeated one-point extensions (or as repeated one-point coextensions). We have 
the following lemma (which follows from the proof of [S2) (2.3)). 

LEMMA. Let A = B[M], where M = rad P(X)A. If B is simply connected 
and x is separating, then A is simply connected. 

Proof. Let (QA,1) be an arbitrary presentation of A, and let B = B1 X •.• x B t , 

and M = M1 E9 . .. E9 M t , where each Bi is connected, and Mi is a Bi-module (for 
1 ::; i ::; t) . For each i with 1 ::; i ::; t, let Ci denote the full convex subcategory 
generated by x and all objects in B i . In order to prove that 7r1 (Q A, 1) = 1, it 
suffices to prove that each of the groups 7r1 (QCi ' I n kQci ) is trivial. Therefore, 
we may assume that B is connected and M is indecomposable. 

Let ai : x -+ Yi (with 1 ::; i ::; m) be all arrows of QA with source x. We show 
that, for any i, j with 1 ::; i, j ::; m, the walk ail aj is homotopic to a walk lying 
entirely within Q B . This will imply that any cyclic walk in Q A passing through 
x is homotopic to a cyclic walk lying entirely within Q B , and hence its homotopy 
class is trivial. 

Suppose that this is not the case. Then we may assume that there exists t 
with 1 ::; t ::; m such that, for every i , j with 1 ::; i ::; t < j ::; m, the walk ail aj 

is not homotopic to any walk lying entirely within Q B· Let M1 = 2.:!=1 aiA and 
M2 = 2.:;:t+l ajA. Then M1 n M2 ::j; 0, because M is indecomposable. Thus 
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there exists Z E Ao such that (M1 n M2)z i- 0 and, for every Y E Ao distinct from 
x and z, and lying on a path x -+ ... -+ Y -+ ... -+ z, we have (M1 n M2)Y = O. 
Then there exist paths Pi. : Yi -+ ... -+ Z and non-zero scalars Ai, E k with 
1 ::; 8 ::; r i, 1 ::; i ::; m, such that: 

(1) p = 2::1 2::~1 AV:l:;Pi. is a minimal relation. 

(2) There exist io, 80 such that 1 ::; io ::; t, 1 ::; 80 ::; rio and AioSiO D!ioPioso ~ I. 

(3) There exist jo, qo such that t + 1 ::; jo ::; m, 1 ::; qo ::; rjo and 
AjOqoD!joPjOqO ~ I. 

The minimality of p implies that D!ioPioso ~ D!joPjOqo' Hence 

Piosopio~o' and Pio.opio~o lies entirely within Q B, a contradiction. 
7r1(QA, I) is trivial and so A is simply connected. 

-1 
D!io D!jo 

Therefore 

-
2.4. As we shall see, a direct consequence of (2.3) is that any algebra satisfying the 
separation condition is simply connected. This provides a large class of examples 
of simply connected algebras. In order to prove it, however, we need the following 
easy lemma. 

LEMMA [ALI] (3.1). Let A = B[M], where M = rad P(X)A. If A satisfies 
the separation condition, then so does B. 

Proof. We must show that any Y E Bo is separating. Since A is triangular, there 
is no path from y to x. Hence, the indecomposable projective B-module P(y), 
when considered as an A-module, equals P(Y)A. If x precedes y, then BY = AY, 
and y is separating in B because it is so in A. If x does not precede y, then AY 
is generated by BY and x. Assume that rad P(Y)B is not a separated B-module. 
Then there exist two distinct indecomposable summands M1 and M2 of rad P(Y)B 
whose supports lie in the same connected component of BY. But M1 and M2 lie 
in distinct connected components of AY, a contradiction. _ 

2.5. We proceed to prove that the separation condition implies simple connect­
edness. It is reasonable to ask whether the converse of this statement is true. 
This is the case for representation-finite algebras: a representation-finite algebra 
is simply connected if and only if it satisfies separation condition (see [BLS] or 
[BrG](2.9». This is not true for representation-infinite algebras: the algebras 
of examples (1.3)(d) and (2.2)(e) are simply connected, but do not satisfy the 
separation condition. We have however a partial converse, for which we need a 
definition. A schurian algebra A is called A-free if it contains no full subcategory 
B ~ kQ, where the underlying graph of Q is the euclidean diagram A m (for some 
m ~ 1). We then have the following theorem, of which the first statement is [52] 
(2.3) and the second is [ASl] (1.2) Remark 1. 

THEOREM. Let A be a triangular algebra. 

(a) If A satisfies the separation condition, then A is simply connected. 
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(b) If A is simply connected, schurian and A -free, then it satisfies the sep­
aration condition. 

Proof. 

(a) This follows from (2.3) and induction. Since A is triangular, we may 
choose a source x in its quiver, and let B be the full convex subcategory 
of A generated by all objects of A except x. Then A = B[M], where 
M = rad P(X)A. Since A satisfies the separation condition, then x is a 
separating point and, by (2.4), each of the connected components of B 
satisfies the separation condition. By the inductions hypothesis, this im­
plies that (each of the connected components of) B is simply connected. 
Applying (2.3) completes the proof. 

(b) Since A is schurian and simply connected, it follows from [BrG](2.3) that 
its first homology group vanishes. But then, since A is A -free, it follows 
from [Bo](2.3), [BrG](2.9), that it satisfies the separation condition. _ 

2.6. The following theorem (which, in view of (2.5)(a), generalises (2.3)) gives a 
necessary and sufficient condition so that a one-point extension (or coextension) 
satisfies the separation condition (or the coseparation condition, respectively). 

THEOREM [ALl](3.1). 

(a) Let A = B[M], where M = Tad P(x), then A satisfies the separation 
condition if and only if B satisfies the separation condition, and x is a 
separating point. 

(b) Let A = [M]B, where M = I(x)jS(x), then A satisfies the coseparation 
condition if and only if B satisfies the co separation condition, and x is a 
coseparating point. 

Proof. We only prove (a), since the proof of (b) is similar. Assume that A satisfies 
the separation condition. Then, clearly, x is separating and, by (2.4), B satisfies 
the separation condition. 

Conversely, assume that B satisfies the separation condition and that x is 
separating. We must show that any y E Bo is separating in A. If x precedes y, 
then clearly y is separating in A, since (AY)o U {y} = (BY)o U {y} in this case. If 
x does not precede y, then AY is generated by BY and x. Assume that rad P(Y)A 
is not a separated AY -module. Then there exist two distinct indecomposable 
summands Ml,M2 ofrad P(Y)A whose supports are connected in AY. Since they 
are not connected in BY (because B satisfies the separation condition), there exist 
two distinct connected components of BY, say G1 and G2 , containing respectively 
the supports of Ml and M2, and connected in AY via the extension point x. In 
fact, each of Gl , G2 is connected to x by a single arrow: let x ~ Xl - X2 - ••. - Xt 

with Xt E (Gi)o be a walk of least length from x to Gi , this implies Xj =I- x for all 
j such that 1 ::; j ::; t, and thus Xj E (BY)o for all j, so that Xl E (Gi)o. Thus the 
restriction of M to each Gi is non-zero, and we have the following picture 
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x y 

We observe that Cl and C2 belong to the same component of B, since they 
are connected through y. Moreover, the restriction of M to this component is 
indecomposable, since M is a separated B-module. In particular, there exist 
s > 1 and a walk Cl = Zo - Zl - ••. - Zs-l - Zs = C2 in supp M, with Cl E 

(Cl )O,C2 E (C2 )o and Zi ~ (BY)o for all i such that 1 :::; i < s, because Cl and 
C2 are disconnected in BY . Thus, each Zi precedes y. On the other hand, since 
Zi E (supp M)o, there exists a path from x to Zi. Consequently, x precedes y, a 
contradiction. _ 

We deduce from this theorem an easy inductive procedure for constructing 
all (triangular) algebras satisfying the separation (or the coseparation) condition: 
an algebra A satisfies the separation (or the coseparation) condition if and only if 
there exists a sequence of algebras Ao, AI, ... An = A, with An semisimple, and, for 
each i such that 0 ~ i < n, a separated Ai-module Mi such that Ai+l = Ai[Mi] 
(or Ai+! = [Mi]Ai, respectively) . 

We notice that if B is an algebra satisfying the separation condition, and 
M is a separated B-module, then [M]B usually does not satisfy the separation 
condition (even if B also satisfies the coseparation condition). Indeed, let B be 
the (representation-finite) hereditary algebra given by the quiver 

and M be the unique indecomposable B-module with dimension-vector 2 ~ . Then 
1 

[M]B is the algebra of example (1.3)(d): it does not satisfy the separation condi-
tion. 

3. The fundamental groups of a one-point extension. 

3.1. Let A = B[M], where M = rad P(X)A. Any presentation (QA,!v) of A 
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induces a presentation (QB, I~) of B by setting I~ = I.., nkQB. Our objective is to 
relate the fundamental groups of (QA, I..,) and (QB,I~). We start by computing a 
direct sum decomposition of M. 

We let ~ denote the smallest equivalence relation on the set of all arrows of 
source x such that a ~ j3 whenever there exist y E Ao and · a minimal relation 
2::1 )..iWi E I..,(x,y) such that WI = aw~ and W2 = j3w~. We denote by [a).., the 
equivalence class of a, and define a module M[a]v as follows. Let A[a]v be the 
quotient algebra of A obtained by deleting all arrows j3 of source x such that j3 ~ 
[a).." let P(x)[a]v be the indecomposable projective A[a]v -module corresponding 
to x and, finally, let M[a]v = rad P(x)[a]v. Since A[a]v is a quotient of A, the 
A[a]v -module M[a]v has a canonical A-module structure. We then have the 
following result. 

PROPOSITION [AP)(2.1). Let A be a triangular algebra, x be a source in 
A, and M = rad P(x). 

(a) For any presentation (QA,I..,) of A, we have M = EB [a]vM[a]v. 

(b) There exists a presentation (QA, II') of A such that, for each arrow a of 
source x, the module M[a]" is indecomposable. Thus, M = EB[a]"M[a]" 
is an indecomposable decomposition. _ 

For instance, in the example of a non-simply connected algebra in (1.3) (c), 
we have two presentations (Q,1) and (Q,1'). For the first, we have M[i3l = S(2) 
and M[-y] = P(2), while, for the second, rad P(3) = M[i3l = M[-y]. 

3.2. We now reformulate (3.1) in terms of some numerical invariants. Let c(x) 
denote the number of connected components of B, and t(x) denote the number 
of summands in an indecomposable decomposition of M = rad P(x). Thus, by 
definition, the source x is separating if and only if c(x) = t(x). Also, given a 
presentation (Q A,Iv) of A, let t(v) denote the number of equivalence classes under 
~ in the set of all arrows of source x. With this notation, (3.1) becomes the 
following corollary. 

COROLLARY [AP)(2.2) . Let A be a triangular algebra, and x be a source 
in A. 

(a) For any presentations (QA,I..,) of A , we have c(x) ::; t(v) ::; t(x). 

(b) There exists a presentation (QA, II') of A such that t(j..t) = t(x). -

3.3. We now state our main result of this section. Let A be a connected triangular 
algebra, and x be a source in A. Then A = B[M], where B is generated by all 
objects of A except x, and M = rad P(x). Let B = B1 X ... x Bc(x) , where each 

Bi is connected, then write Q(i) = QBi and I~i) = Iv n kQ(i) for each i such 
that 1 ::; i ::; c(x). The embedding of Q(i) inside QA induces a canonical group 
morphism Ji : 7r1(Q(i),I~i») ~ 7r1(QA, Iv). Thus, for any abelian group G, and 
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any i, there exists an induced morphism of abelian groups 

and hence a morphism of abelian groups 

c(x) 

r = Uni : Ham(7rl(QA,!,,),G) ~ IT Ham(7rl(Q(i),I~i»),G). 
i=1 

We now exhibit an exact sequence of abelian groups allowing to compute the 
kernel and the cokernel of r. We need some additional notation. Let (31, ... ,(3t(,,) 

be a complete set of representatives of the classes [a]" of the arrows a of source 
x (under the equivalence ~). For each i, such that 1 :'S i :'S t(lI), let l(i) denote 
the number of those tuples of paths (VI, V2, ... , V2s-1 , V2s) such that there exist 
minimal relations 

Ai1aiV2i-1 + Ai2ai+1 V2i + L A;jUij E I,,(x, Yi) for i E {l, ... , s} 
j~3 

where aI, ... ,as, a 8 +1 = a1 are pairwise distinct arrows in the class [(3i] " , and 
the Aij are non-zero scalars. We illustrate here the case s = 3. 

0 

0 

~ (12 
0 o 0 

(13 

0 

0 

THEOREM [AP](2.4). Let A be a connected triangular algebra, x be a source 
in A, and G be any abelian group. There exists an exact sequence of abelian groups 

c(x) t(,,) 

0-+ Gt(,,)-c(x) -+ Ham(7r1 (QA,Iv), G)~ II Hom(7rdQ(i) ,I~i»), G) -+ II Gl(i). 
i=1 i=1 

• 
For instance, if the point x is separating, then c(x) = t(x), hence (3.2)(a) 

implies that c(x) = t(lI), so that r is injective. 
An example of this situation is provided by the algebra A given by the bound 

quiver of (2.2)(e). The algebra A is simply connected, but does not satisfy the 
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separation condition. However the source x = 5 is separating. In this case, 
c(5) = 1,t(v) = 1,7rl(QA,Iv) = 1,l(1) = I,t(5) = 1 and 7rl(Q(l),I(1» ~ 7Z yield 
that the last morphism in the exact sequence of our theorem is bijective. 

3.4. 
COROLLARY [AP](2.6) . Let A be a connected triangular algebra, and as­

sume there exists a non-trivial abelian group G such that, for every presentation 
(QA,Iv) of A, we have Hom(7rl(QA,I,,),G) = o. Then all sources in A aresepa­
rating. In particular, if A is simply connected, then all sources in A are separating. 

Proof. Let x be a source in A. By (3.2)(b), there exists a presentation (QA, II') 
of A such that t(f.l) = t(x). By (3.3), there exists an injective group morphism 
Gt(J.L) -c(x ) -t Hom(7rl (QA, IJ.L), G). Since the latter vanishes, we have t(f.l) = c(x). 
Consequently, c(x) = t(x) and x is separating. _ 

In view of this corollary, we may ask whether a statement similar to (2.6) 
holds for simply connected algebras, namely whether, if A = B[M], where M = 
rad P(x), then A is simply connected if and only if B is simply connected and 
x is separating. This is not the case. Indeed, by (2.3), if B is simply connected 
and x is separating, then A is simply connected. So the condition is sufficient. 
On the other hand, it is not necessary: while the above corollary says that the 
simple connectedness of A implies that x is separating, B is generally not simply 
connected, as is shown by the algebra of example (2.2)(e). 

4. The Hochschild cohomology spaces and simple connectedness. 

4.1. Let A be an algebra. We denote by Hi(A) the ith Hochschild cohomology 
space of A with coefficients in the bimodule AAA, as defined in [CE]. We need 
some facts from [H2], which we collect in the following theorem (these are, respec­
tively, [H2](1.6), [H2)(4.2) and [H2)(5.3». We recall that A-module T is a tilting 
module if pdT A ~ 1, Ext1 (T, T) = 0 and the number of isomorphism classes of 
indecomposable summands of T equals the number of objects in Ao (see [HR]). 

THEOREM. 
(a) Let Q be a finite, connected and acyclic quiver, then HO(kQ) = k, 

Hl(kQ) = 0 if and only if Q is a tree, and Hi(kQ) = 0 for all i ~ 2. 

(b) Let A be an algebra, TA be a tilting module and B = End T A, then 
Hi(A) ~ Hi(B) for all i ~ o. 

(c) Let A = B[M] be a one-point extension algebra. Then there exists 
an exact sequence 0 -t HO(A) -t HO(B) -t End Mjk -t Hl(A) -t 
HI (B) -t Extk(M,M) -t H2(A) --+ ... -t Ext~l(M,M) -t Hi(A)-t 
Hi(B) -t Extk(M, M) -t ... _ 

4.2. The exact sequence of (4.1)(c) yields a direct relationship between the first 
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Hochschild cohomology space and the separation condition. 

LEMMA. Let A = B[M), where M = rad P(X)A. 
(a) The morphism H1(A) -t H1(B) of (4.1)(c) is injective if and only if x is 

separating, and M is the direct sum of pairwise orthogonal bricks. 

(b) Hi(A) ~ Hi(B), for all i 2:: 1, if and only if x is separating, and M is 
the direct sum of pairwise orthogonal bricks such that Extk(M, M) = 0 
for all i 2:: 1. 

Proof. 
(a) Let B = BI X • • . X Btl and M = MI EB ... EB Mt , where each Bi is 

connected, and each Mi is a Bi-module. The morphism HI(A) -t 

HI (B) is injective if and only if 

is a short exact sequence, or, equivalently, if and only if dimkHO(B) = 
dimkHO(A) +dimkEndM -1. We have dimkHO(A) = 1 because (HO(A) 
is the centre of A, and k is algebraically closed, hence) HO(A) = k. Simi­
larly, dimkHO(B) = t. Thus, the morphism HI(A) -t H1(B) is injective 
if and only if dimkEndM = t. Now, dimkEndM = dimkEnd(EB~=1Mi) 
2:: t, and equality holds if and only if, for each i, we have End Mi = k 
and, for i =j:. j, we have HomB(Mi , M j ) = O. 

(b) this is trivial. _ 

4.3. The above lemma entails several important consequences. The following easy 
one should be compared with (3.4). 

COROLLARY [S2](3.2) . Let A be such that HI(A) = 0, and x be a source 
in A. Then x is separating. 

Proof. This follows directly from (4.2)(a). _ 

4.4. Let A = B[M). If both A and B are connected, then HO(A) ~ k ~ HO(B). 
Hence, if M is a brick, the morphism HI (A) -t HI (B) is injective. As a con­
sequence, we obtain the following corollary. For tubular algebras ,we refer the 
reader to [R1). An algebra A is called derived tubular if there exists a tubular 
canonical algebra C and an equivalence of triangulated categories between the 
derived categories of bounded complexes Db(mod A) ~ Db(mod C). It is shown 
in [AS1) that derived tubular algebra is always simply connected. 

COROLLARY. Let A be a derived tubular algebra, then Hl(A) = O. 

Proof. Assume first that A is tubular canonical, then A = B[M], where B is 
a connected tame hereditary algebra whose quiver is a tree, and M is a simple 
homogeneous B-module. In particular, M is a brick. Therefore, the morphism 
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HI(A) -+ Hl(B) is injective. Since QB is a tree, HI(B) = 0 (by (4.1)(a». Hence 
HI(A) = O. 

Let now A be an arbitrary derived tubular algebra. Then there exist a tubular 
canonical algebra C and an equivalence of triangulated categories Db(mod A) ~ 
Db(mod C). By [ASO], there exist a sequence of algebras A = Ao, AI"'" Am+1 = 
C and a . sequence of modules TA; (0 ::; i ::; m) such that Ai+I = End T1; and 
either T' is a tilting Ai-module, or DT(i) is a tilting A~P-module. Applying 
(4.1)(b), we deduce that Hl(A) ~ HI(C) = O. • 

4.5. The first application of (4.2) to the study of simple connectedness has been 
in the representation-directed case. We recall that an algebra A is representation­
directed whenever its module category contains no cycle of non-zero non-isomor­
phisms between indecomposables. Such an algebra is always representation-finite 
[Rl]. 

COROLLARY [H2](5.5). Let A be a representation-directed algebra, then A 
is simply connected if and only if HI(A) = O. 

Proof. Since A is representation-finite, it suffices to show that A satisfies the 
separation condition if and only if HI (A) = O. We use induction on the number of 
objects of Ao. Let A = B[M], where M = rad P(x), and B = Bl X ... X B t , M = 
MI EB . . . EB Mt, where each Bi is connected and each Mi is a Bi-module. 

Assume first that A satisfies the separation condition. Then x is separating, 
hence each Mi is indecomposable. Since mod A has no cycles, each Mi is a brick. 
By (4.2)(a), the morphism HI(A) -+ HI(B) is injective. On the other hand, 
each Bi satisfies the separation condition, hence, by the induction hypothesis, 
HI (B) = O. Therefore HI (A) = O. 

Conversely, assume HI(A) = O. By (4.2)(a), x is separating. On the other 
hand, for each i, Bi is representation-directed (because it is a full convex subcat­
egory of A) hence, since Mi is an indecomposable Bi -module, we have 
Extk;(Mi, M i ) ~ D HomB;(Mi,rMi ) = O. Thus Extk(M,M) = O. By (4.1)(c), 
HI (B) = O. By the induction hypothesis, B satisfies the separation condition. By 
(2.6), so does A. • 

4.6. In general, we have the following relation between the first Hochschild coho­
mology space HI(A) and the fundamental groups 7T'1(QA,!v) of A. This theorem 
was first shown for triangular algebras in [AP](3.2), then in general in [PS](3), 
[FGM](2). 

THEOREM. Let A be a non-necessarily triangular algebra, and (QA, Iv) be 
a presentation of A. There exists an injective group morphism 

(where k+ denotes the additive group of the field k) . • 
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This theorem yields an alternative proof of (4.3). Indeed, Hl(A) = 0 implies 
that Hom (7rl(QA,Iv),k+) = 0 for any presentation (QA,Iv) of A. By (3.4), x is 
separating. 

4.7. 
COROLLARY [BM]. Let A be an algebra having a monomial presentation 

(QA,I). If Hl(A) = 0, then QA is a tree (hence A is simply connected). 

Proof. Since I is generated by monomial, the group 7rl (Q A, 1) is free and it 
is trivial if and only if QA is a tree (by (1.3)(a)). If QA is not a tree, then 
Hom(7rl (QA, 1), k+) ¥- O. By the theorem, Hl(A) ¥- O. This shows the first state­
ment. The second follows from (1.3)(a). -

4.8. EXAMPLES. 

(a) It is easy to construct examples of simply connected algebras, or of al­
gebras satisfying the separ:ation condition and having a non-zero first 
Hochschild cohomology space. Let B be a simply connected algebra 
(or an algebra satisfying a separation condition) such that HI(B) = 0, 
and M be an indecomposable B-module which is not a brick. Then 
A = BlM) is simply connected (or satisfying the separation condition): 
this follows from the indecomposability of M (which implies that the ex­
tension point is separating) and our assumption on B, by (2.3) (or (2.6), 
respectively). On the other hand, in the exact sequence 

0-+ HO(A) -+ HO(B) -+ End M/k -+ HI(A) -+ 0 

we have HO(A) ~ k ~ HO(B), End M/k ¥- O. Hence HI(A) ¥- O. 
For instance, let B be a hereditary algebra whose quiver is a tree, and 
M be an indecomposable regular module of regular length m, lying in 
a tube of rank < m. Then B[M] is simply connected, and even satisfies 
the separation condition, but HI (B[M]) ¥- O. 

(b) If HI(A) = 0, it is generally not true that A is triangular. If Q is the 
quiver 

rl 0 __ --'-1 ___ ----.; ..... 0 ___ a _____ .. 0 

3 2 

then, for any field k, there exists an admissible ideal I of kQ such that 
HI(kQ/I) = 0 (see [BLj). If char k = 0, we may take I to be the ideal 
generated by ()1, ,a, ,efJa, ,e3f3 a (notice indeed that, since (37 E I, ef3 
and e3f3 are expressed by polynomials in (3). 

(c) The algebra A of example (2.2)(e) does not satisfy the separation con­
dition, since the points 3 and 4 are not separating. On the other hand, 
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HI (A) =: O. Indeed, A is a one-point extension of a hereditary algebra 
0.£ type A 2,2 by a simple homogeneous module then, by [Rl]( 4.9), it is a 
tIlted algebra of t,-:bular type (2,2,2), that is, there exist a quiver Q, of 
underlying graph ID5 , and a tilting kQ-module T such that A = End T . 
By (4.1)(a), Hl(kQ) = 0, hence, by (4.1)(b), Hl(A) ~ Hl(kQ) = O. No­
tice however that A is simply connected. 
Similarly, the algebra of example (1.3)(d) does not satisfy the separation 
condition, but is simply connected, and its first Hochschild cohomology 
space is zero. 

5. Strongly simply connected algebras. 

5.1. As one sees, it is not easy to recognise whether a given algebra is simply 
connected or not. The following subclass, introduced in [82](2.2), is much more 
accessible. 

DEFINITION. A triangular algebra A is called strongly simply connected if 
every full convex subcategory of A is simply connected. 

Schurian strongly simply connected algebras were already introduced in [DJ, 
where they are called completely separating algebras. 

Using the above definition, it does not seem easy to verify whether a given 
algebra is strongly simply connected or not. The following theorem gives our first 
criteria of strong simple connectedness. 

THEOREM. Let A be a triangular algebra. The following conditions are 
equivalent: 

(a) A is strongly simply connected. 
(b) There exists a presentation (Q, I) of A such that, for any connected full 

convex bound subquiver (Q',I') of (Q,I), the group '!r1(Q',!') is trivial. 
(c) Every connected full convex subcategory of A satisfies the separation 

condition. 
(d) Every connected full convex subcategory of A satisfies the coseparation 

condition. 
(e) For every connected full convex subcategory B of A, we have Hl(B) = O. 

Proof. The equivalence of (a) and (b) follows from [ALl](1.3), and the equivalence 
of (a) with the remaining conditions from [82](4.1). • 

5.2. EXAMPLE8. 

(a) It follows from the definition that if A is an algebra whose quiver is a 
tree, then A is strongly simply connected. 

(b) Similarly, a hereditary algebra is strongly simply connected if and only 
if it is simply connected, or if and only if its quiver is a tree. 
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(c) Let A be as in example (1.3)(d) (or (2.2)(e», then A is simply connected, 
but not strongly simply connected. 

(d) The algebra A of example (2.2)(d) is strongly simply connected. 
(e) Let A be representation-finite, then A is strongly simply connected if 

and only if A is simply connected [BrG] (2.8). 
(f) Let A be a schurian algebra all of whose indecomposable projective mod­

ules are directing. Then it is shown in [AP](5.4) that the following con­
ditions are equivalent: 

i) A is simply connected. 

ii) A is strongly simply connected. 
iii) A satisfies the separation condition. 

(g) Let R be a representation-finite algebra, and A be its Auslander algebra, 
then it is shown in [A B) that the following conditions are equivalent: 

i) R is simply connected. 

ii) A is simply connected. 

iii) A is strongly simply connected. 

iv) A satisfies the separation condition. 

v) HI(A) = O. 

In fact, the equivalence of i) and v) follows from [H3](4). 
(h) It is shown in [D) that the incidence algebra of a (finite) partially ordered 

set is strongly simply connected if and only if it does not contain a full 
subcategory whose quiver is a crown, that is, is of the form 

o 

As we shall now see, such subcategories play an important role in the 
study of strongly simply connected algebras. 

5.3. We now give criteria allowing to recognise from its bound quiver whether 
a given algebra is strongly simply connected or not. We need a few definitions. 
Let Q be an acyclic quiver. A cycle C in Q is a subquiver such that each point 
in C is an endpoint of exactly two arrows in C and there exists an enumeration 
{XO, Xl, ... , Xn-l, Xn = Xo} of the points of C such that, for each i with 1 ::; i ::; n, 
there exists an edge between Xi-l and Xi in C. 

A contour (p, q) in Q from X to y is a pair of paths of positive length from X 

to y. A contour (p, q) is called interlaced if p and q have a common point besides 
X and y. A contour (p, q) is called irreducible if there exists no sequence of paths 
P = PO,PI,··· , Pm = q in Q from x to y such that, for each i, the contour (Pi,PHd 
is interlaced. A cycle C in Q is irreducible if, either C is an irreducible contour, 
or C is not a contour, but satisfies the following condition and its dual: for each 
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source x in C, no proper successor of x in Q is also a source in C, and exactly two 
proper successors of x in Q are sinks in C. 

Thus, a typical example of an irreducible cycle which is not a contour is 
provided by a crown, that is, a subquiver of the form: 

Finally, let I be an admissible ideal in kQ. A contour (p, q) from x to y 
is called naturally contractible in (Q, 1) if there exists a sequence of paths P = 
Po , PI, .. . ,Pm = q in Q such that, for each i, the paths Pi and Pi+1 have subpaths qi 

and qi+1, respectively, such that there exists a minimal relation Pi = 2:':1 AijWij 
. f . d J satls ymg qi = Wi1 an qi+1 = Wi2' 

For instance, in the example (1.3)(d), bound by the ideal I', the arrows 
{3" are homotopic in (Q , 1'), but the contour ({3, ,) is not naturally contractible. 
Similarly, in the bound quiver of example (1.3)(e), the arrows 8,10 are homotopic, 
but the contour (8,10) is not naturally contractible. On the other hand, in the 
bound quiver of example (2.2)(d), all shown contours are naturally contractible. 

We have the following criterion. 

THEOREM. Let A be a triangular algebra. The following conditions are 
equivalent: 

(a) A is strongly simply connected. 

(b) There exists a presentation (Q, I) of A such that each irreducible cycle 
in Q is an irreducible contour, and each irreducible contour is naturally 
contractible in I. 

(c) For any presentation (Q,1) of A, each irreducible cycle in Q is an irre­
ducible contour, and each irreducible contour is naturally contractible in 
I. • 

5.4. In the schurian case, the situation is easier. As we now see, a triangular alge­
bra is schurian and strongly simply connected if and only if it has a presentation 
such that all irreducible cycles are commutative contours. This implies that such 
an algebra has a multiplicative basis [BGRS]. A presentation of a schurian strongly 
simply connected algebra, such as in (b) below, is called a normed presentation. 

THEOREM [ALl](2.4) . Let A be a triangular algebra. The following condi­
tions are equivalent: 

(a) A is schurian and strongly simply connected. 

(b) There exists a presentation (Q, I) of A such that all irreducible cycles 
in Q are irreducible contours and, for each irreducible contour (p,q), we 
have p, q ¢. I but P - q E I. 
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(c) For any presentation (Q, I) of A, all irreducible cycles in Q are irreducible 
contours and, for each irreducible contour (p, q), we have p, q f/. I and 
there exists a non-zero scalar A such that p - Aq E I. • 

5.5. We now give a construction for strongly simply connected algebras as iterated 
one-point extensions which resembles the one given in (2.6) for algebras satisfying 
the separation condition. We thus seek a criterion in order that a one-point 
extension of a strongly simply connected algebra be also strongly connected. 

Let B a triangular algebra, and M be a B -module. An enumeration {Xl, ... , 
xm} of the points of supp M is called an admissible order of sinks (or of sources) 
if j > i implies that Xj is not a sucessor (or predecessor, respectively) of Xi. Since 
B is triangular, then, for each B-mo~ule M, there exists at least one admissible 
order of sinks (or of sources) of the points of supp M. With each such order is 
associated a filtration of B by a sequence of full convex subcategories. Indeed, 
let {Xl, ... , xm} be an admissible order of sinks (or of sources) of the points of 
supp M. We let B(O) = B and, for each i such that 0 < i < m, we let B(i) be 
the full subcategory of B generated by the non-successors (or non-predecessors, 
respectively) of the points Xl, ... , Xi. Clearly, each B( i) is convex and we have 
B = B(O) "2 B(l) "2 ... "2 B(m-I) . 

DEFINITION. Let B a triangular algebra, and M be a B-module. 

(a) M is called completely cosepareted if, for any admissible order of sinks of 
the points of supp M and, for each i such that 0 ~ i < m, the restriction 
MIB(i) of M to B(i) is a separated B(i)-module. 

(b) M is called completely separated if, for any admissible order of sources of 
the points of suppM and, for each i such that 0 ~ i < m, the restriction 
MIB(i) of M to B(i) is a separated B(i) -module. 

For instance, any universal module is completely cosepareted and completely 
separeted. 

There exist completely coseparated modules which are not completely sepa­
reted, as is shown by the following example: let B be the hereditary algebra given 
by the quiver 

and M be the indecomposable module of dimension-vector 2 ~ . 
1 
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On the other hand, any completely cosepareted (or completely separated) 
~o~ule is separated, thus, if the algebra is connected, is indecomposable. In fact, 
It wlll follow from the theorem below and [82)(4.2) that such a module is even a 
brick. There exist however bricks which are not completely coseparated: take the 
hereditary algebra given by the quiver opposite to the one above, and consider 
again the indecomposable module of dimension-vector 2 I. We then have the 
following result: 1 

THEOREM [ALl)(3.4). Let B be a strongly simply connected algebra, and 
M be a B-module. Then 

(a) A = B[M) is strongly simply connected if and only if M is a completely 
coseparated B-module. 

(b) A = [M]B is strongly simply connected if and only if M is a completely 
separated B-module. _ 

As. a consequence, one can show that a connected algebra A is strongly simply 
connected if and only if there exists a sequence of algebras Ao, AI , ... ,An = A, 
with Ao = k and, for each i with 0 ~ i < n, an Ai-module Mi , such that either 
Mi is completely coseparated and Ai+! = AdMi ), or Mi is completely separated 
and Ai+l = [Mi)Ai. 

5.6. The preceding theorem (5.5) raises the question of how to construct the com­
pletely coseparated modules. In the schurian case, these modules are completely 
classified. Let Q be an acyclic quiver. An enumeration {Xl, ... ,xm } of the points 
of Q is called an admissible order of sinks (or of source) if j > i implies that 
Xj is not a successor (or predecessor, respectively) of Xi. Let {Xl, ... ,xm } be an 
admissible order of sinks (or of sources) of the points of Q, then let Q(O) = Q and, 
for each i such that 0 < i < m, let Q(i) be the full sub quiver of Q generated by 
the non-successors (or non-predecessors, respectively) of Xl, ... Xi in Q. Clearly, 
each Q(i) is convex in Q, and we have Q = Q(O) :2 Q(1) 2 · ... 2 Q(m-l). 

DEFINITION. Let Q be an acyclic quiver. A full subquiver Q' of Q is called 
completely coseparated (or completely separated) if, for each admissible order of 
sinks (or of sources, respectively) of the points of Q, and each i such that 1 ~ i ~ 
m, the intersection of Q' with each of the connected components of Q(i) is empty 
or connected. 

It is easily shown that if A is strongly simply connected, and MA is a com­
pletely coseparated (or completely separated) module, then supp M is a com­
pletely coseparated (or completely separated) sub quiver of QA. 

Let now A be an algebra. Given a full subquiver Q of QA, we denote by U(Q) 
(see [D](2.8» the representation of QA defined by 

{ kif X E Qo, 
U(Q)x = 0 if X f{. Qo. 
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U(Q)o;={1 ~faEQl' o If a tt. Ql· 

for x E (QA)O and a E (QAh. We then have the following theorem. 

THEOREM [ALI] (4.4). Let A be a schurian and strongly simply connected 
algebra, with normed presentation (QA,I), and let M be an A-module, then: 

(a) A[M] is schurian and strongly simply connected if and only if M 3:' U( Q), 
where Q is a completely coseparating convex sub quiver of Q A containing 
no path lying in I. 

(b) [M]A is schurian and strongly simply connected if and only if M 3:' U(Q), 
where Q is a completely separating convex subquiver of Q A containing 
no path lying in I. • 

5.7. We now give the classification of the completely coseparating modules over 
the hereditary algebras A whose quiver Q A has for underlying graph a star with 
three branches IIn ),n2,ng where nl,n2,n3 ~ I 

The point a is called the node of the star. Assume that the node is a sink, 
and that Q is a connected full subquiver of QA containing both the node and its 
three neighbours. We denote by V(Q) the representation of QA defined by 

r if x = a, 
V(Q)x = ~ ifxEQo\{a}, 

if x tt. Qo. 

[~] if a = (3, 

[~] ifa=,,/, 
V(Q)o; = 

U] if a = 6, 

I if a E Q1 \ {(3,,,/,J}, 
a if a ~ Q1. 
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for x E (QA)O and a E (QAh. We then have the following result. 

THEOREM [AC] .(4.3). Let A be a hereditary algebra of type IIn1 ,n2,n3' and 
M be an A-module wIth connected support Q. Then M is completely coseparat­
ing if and only if M 3:' U(Q), or the node of QA is a sink contained in Q together 
with its three neighbours and M 3:' V(Q). • 

The proof is done by induction on the number of objects in A, starting from 
the Dynkin diagram 1D 4. 

As a consequence, if A is a hereditary algebra whose quiver has for underlying 
graph a Dynkin or an euclidean diagram distinct from A m or ibn, and M is an 
A-module with connected support Q, then M is completely coseparating if and 
only if M 3:' U (Q), or else Q contains a sink and three neighbours of this sink, and 
M 3:' V(Q). This led to the complete classification of the completely coseparating 
modules over the tame hereditary algebras (see [AC]). 

6. Tilting and simple connectedness. 

6.1. Let A be an algebra, TA be a tilting module and B = End T. Then it is 
known that there is a close connection between the representation theories of A 
and B. This connection is known as tilting theory, and we refer to [A2] for details. 
It has long been conjectured that simple connectedness is preserved under the 
tilting process, that is, if A, T, B are as above, then A is simply connected if 
and only if B is simply connected. It was first shown in [AI] (3.5) that, if A 
is a representation-finite simply connected algebra, and TA is a splitting tilting 
module, then B = End T is simply connected. The following generalisation of 
this statement was proved in [AS2]. 

THEOREM. Let A be a representation-finite simply connected algebra and 
TA be a tilting module. Then B = End T satisfies the separation condition. 

Proof. Let T = Tl EB ... EB Tn, with the Ti indecomposable. We clearly may as­
sume that the Ti are pairwise non-isomorphic. Since A is simply connected and 
representation-finite, it is representation-directed, so the indecomposable sum­
mands Ti of T may be partially ordered in the order induced by the arrows in 
the Auslander-Reiten quiver r(mod A) of A, that is, H omA (Tj , Ti ) =f. 0 implies 
j :::; i. In particular, this implies that B is a triangular algebra. For each i with 
1 :::; i :::; n, we set 

Bi = End (EB;=l Tj ) 

(thus Bn = B). We prove by descending induction that, for each i, we have 
HI (Bi) = O. Since A is representation-directed and satisfies the separation con­
dition, it follows from (4.5) that HI(A) = O. By (4.1)(b), this implies HI(Bn) = 
HI(B) = O. 
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For a given i, the algebra Bi is the one-point extension of B i- I by the rad­
ical Xi of the projective Bi-module HomA (T,Ti ), where Xi is considered as a 
Bi_1-module. By (4.l)(c), we have an exact sequence 

~ HI(Bi_d ~ Extk'_ 1 (Xi, Xi) ~ '" 

By the induction hypothesis, HI(Bi) = O. We claim that HI(Bi_d = O. It 
suffices to prove that Extk' _1 (Xi, Xi) = O. Since B i - I is a full convex subcategory 
of B, we have Extk._l(Xi,Xi) = Extk(Xi, Xi). Using methods of tilting theory, 
we can show that Extk(Xi, Xi) = 0 (we refer the reader to [AS2] for details). 
This shows our claim, and then it follows directly from (4.2) that the projective 
B-module HomA(T,Ti ) has a separated radical. • 

The assumption that A is representation-finite is necessary for the validity of 
the theorem. Indeed, let A be the hereditary algebra given by the quiver 

4 

2 5 

then A is representation-infinite and simply connected. Let TA = pel) EB P(2) EB 
P(4) EB P(5) EB R, where R is the simple regular with dimension-vector iIi, then 
B = End T is given by the bound quiver of example (2.2)(e), hence does not 
satisfy the separation condition (but is simply connected). 

6.2. In view of (2.5)(a), we have the following corollary. 

COROLLARY. Let A be a representation-finite simply connected algebra, 
and TA be a tilting module. Then B = End T is simply connected. _ 

6.3. We now consider the case of tilted algebras. Let Q be a finite acyclic quiver. 
An algebra A is called tilted of type Q if there exists a tilting kQ-module T such 
that A = End TkQ (see [HR]). Tilted algebras are characterised by the existence 
of complete slices in (at least) a component of their Auslander-Reiten quiver, 
called connecting component(s) [Rl]. A tilted algebra has at most two connecting 
components and, if it has two, then it is concealed, that is, is the endomorphism 
algebra of a postprojective tilting module [R2]. The structure of the Auslander­
Reiten quiver r(modA) of a tilted algebra A is given in [K] as follows. If A is not 
concealed, and CA is its unique connecting component, then the left end algebra 
cx:A of A is defined as cx:A = End( EBp(x)r;c. P(x)). If A is concealed, then we define 
cx:A = A. We have cx:A = f1~=1 Ai, where each Ai is a (connected) tilted algebra 
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~aving a complete slice in its preinjective component. The right end algebra Aoo 
IS defined dually. Thus if A is not concealed, then f(modA) has the following 
shape. 

U:=:::G 
G:::::: (i) 

~:::~::. 
--------~--------~ 

:::Q: : :~ 

... f.\ .. '--., 
.. . V:Y .. . ~( 

It consists of postprojective components P1 , ... ,Pt , preinjective components 
11 , ... , Is, the connecting component C A, families of right stable components 
R 1 , ... ,Rt and families of left stable components L1 , ... , Ls . 

Assume now that Q is a finite acyclic quiver. Then the hereditary algebra kQ 
is simply connected if and only if Q is a tree. Let T be a t ilting kQ-module, then 
A = End T is tilted of type Q. Thus the conjecture in (6.1) may be reformulated 
to say that a tilted algebra A is simply connected if and only if its type is a tree. 
As we shall see in (6.5) below, this conjecture is now proved in the case where A 
is tame. The first step towards proving this statement is the following. 

LEMMA [AS1]. Let Q be a finite acyclic quiver whose underlying graph is 
a Dynkin or an euclidean quiver, and A be a tilted algebra of type Q, then A is 
simply connected if and only if the underlying graph of Q is not A m for some 
m ~ 1. • 

In fact, even more is proved: let Q be as above, and A be such that there 
exists an equivalence of triangulated categories Db(modA) ==: Db(mod kQ) (then, 
A is iterated tilted of type Q, see [A2]), then A is simply connected if and only if 
the underlying graph of Q is not Am, for some m ~ 1. 

6.4. An essential tool in the sequel is the orbit graph. We recall the definition. 
Let A be an algebra, and f be a connected component of r(mod A) . The orbit 
graph O(f) of r has as points the r-orbits M" of the A -modules M in r, and 
there exists an edge M" - N" whenever there exist m, n E Z;; and an irreducible 
morphism rm M -+ rn N, or rn N -+ rm M; in this case, the number of edges 
between M' and NT equals dimkIrr(rmM,rnN), or dimk Irr(rnN, rmM), re­
spectively (here, Irr(X, Y) denotes the space of irreducible morphisms from X to 
Y). The idea of using the orbit graph in the study of simple connectedness comes 
from a result in [BG] (4.2) saying that a representation-finite algebra is simply 
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connected if and only if the orbit graph of its Auslander-Reiten quiver is a tree. 
A first (easy) result on the orbit graphs of components of tilted algebras is the 
following. 

LEMMA. Let A be a tilted algebra, and CA be a connecting component of 
r(mod A) . Then O(CA) is a tree if and only if HI(A) = O. 

Proof. Let ~ be a complete slice in CA, Then the underlying graph of ~ is O(CA) 
and A is tilted of type ~op . By (4.1)(b), HI(A) ~ HI(k~OP) . By (4.1) (a), we 
infer that HI (A) = 0 if and only if ~ is a tree. -

In view of (6 .3), we infer that if A is tilted of Dynkin or euclidean type, then 
A is simply connected if and only if HI (A) = o. 

6.5. We now proceed to show that a tame tilted algebra A is simply connected if 
and only if its type is a tree. We notice that, in this case, each of ooA and Aoo is 
a direct product of tilted algebras of euclidean type. . 

THEOREM [AMP). Let A be a tame tilted algebra. Then A is simply con­
nected if and only if its type is a tree. 

Proof. Since the statement clearly holds for concealed algebras , we may assume 
that A is representation-infinite and not concealed. 

Suppose first that the type of A is a tree. By (6.4), this means that HI(A) = 
O. We must show that A is simply connected. If this is not the case, then we 
may assume that A is a counter example such that Q A has a minimal number 
of points. We first observe that there is at least one projective in the connecting 
component CA: for, if this is not the case, then A is tilted of euclidean type, hence, 
by (6.3), A is simply connected, a contradiction. Let thus P(X)A be a projective 
in CA. We may assume that x is a source in QA, and thus A = B[M], where 
B = Bl X . . • B t , with each Bi connected. Since Hl(A) = 0, then, by (4.4), the 
source x is separating. Also, for each ill O(CBJ is a subgraph of O(CA)' hence 
is a tree. By our minimality assumption, each Bi is simply connected. Applying 
(2.3), we get that A is simply connected, a contradiction. 

Conversely, assume that A is simply connected. We must show that HI (A) = 
O. If the connecting component CA does not contain projectives, then we are done 
by (6.3) . If it does, let P(X)A be a projective in CA which is maximal with respect 
to the order induced by the arrows. In particular, x is a source, so we can write 
A = B[M], with M = rad P(x) and B = Bl X . • . x B t , where each Bi is connected. 
By (3.4) , x is separating. It is then easy to see that O(CA) is obtained by glueing 
together the orbit graphs of the connecting components of the Bi as follows: 
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(Xc ) 
1\ 

Therefore, we may assume that t = 1, and hence that M is indecomposable. 
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We want to apply (4.I)(c). Since A is tilted, we have H2(A) = a (by (4.I)(a) 
and (b». Also, x is separating, and M lies in CA, hence is a brick, so that (4.2)(a) 
yields a short exact sequence 

Since M lies in CA, we have Ext1(M, M) = 0, so that Hl(A) ~ Hl(B). If B 
is simply connected, then HI (B) = a by induction and we are done. Otherwise, 
let (QA,Iv) be a presentation of A. Since B is not simply connected, we may 
assume that the restriction (Q B,I~) of (Q A,I v) to B is such that 1r1 (Q B, I~) ~ 1. 
Since 1r1(QA,Iv) = 1, applying (3.3) yields that leI) ~ 0, that is , the support 
of M contains a full subcategory which is a crown. One may then show that 
Extk(M, M) ~ 0, a contradiction which completes the proof. • 

6.6. We now look at the strong simple connectedness of tilt ed algebras. In order to 
state our first result, we recall that a component f of the Auslander-Reiten quiver 
of an algebra A is called directed if, for each indecomposable Mo in f, there is no 
sequence of non-zero non-isomorphisms between indecomposable modules of the 
form Mo -+ Ml -+ .. . M t = Mo in mod A. If A is tilted, the directed components 
of f(mod A) are the postprojective, preinjective and connecting components. The 
following result, first shown in [AL2)(1.3), has since been generalised in [GPPRT) 
(4.2), where it is proved that, if A is a strongly simply connected (not necessarily 
tilted) algebra, then , for any directed component f of r(mod A) such that , if 
Mo -+ MI -+ ... -+ M t is a sequence of non-zero non-isomorphism between 
indecomposables with M o, M t in f, all M i lie in f , then the orbit graph OCr) of 
f is a tree. 

PROPOSITION. Let A be a strongly simply connected tilted algebra. The 
orbit graph of each directed component of f(mod A) is a tree. 

Proof. We may assume that A is representation-infinite. Let f be a directed 
component of f(mod A). We claim that it suffices to prove the statement in 
case r is a connecting component. Assume that f is a postprojective (or prein­
jective) component of f(mod A) , but is not connecting. Then f is a stan­
dard component without injective (or projective, respectively) modules. Let 
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Ann f = {a E AlMa = 0 for all M in r}. By [L](2.4), [S3](3.1), the algebra 
B = AI Annf is tilted, and f is a connecting component of f(mod B). Since B is 
the support algebra of f, it is easily shown to be a full convex subcategory of A. 
Hence B is itself strongly simply connected. This shows our claim. 

Let now f be a connecting component in f(mod A). Since A is strongly simply 
connected, we have H1(A) = 0 by (5.1). Then (6.4) implies that f is a tree. -

6.7. 
COROLLARY [ALP](1.4). Let A be a tilted algebra, then the following 

conditions are equivalent: 

(a) A is strongly simply connected. 
(b) For each full convex subcategory B of A, the graph O( C B) is a tree. 
(c) For each full convex suncategory B of A, and each directed component 

f of f(mod B), the graph O(r) is a tree. 

Proof. The equivalence of (a) and (B) follows from (6.5) and the fact that by 
[H1](III.6.5), any full subcategory of a tilted algebra is tilted. Since (c) implies 
(b) trivially, we show that (b) implies (c). Let B be a full convex subcategory of 
A, and f be a directed componet of f(mod B). As in the proof of (6.5), the algebra 
B I Annf is a full convex subcategory of A having f as a connecting component. 
The result follows. _ 

6.8. We have the following characterisation of the strong simple connectedness of 
a tame tilted algebra. 

THEOREM [ALP]. Let A be a tame tilted algebra. The following conditions 
are equivalent: 

(a) A is strongly simply conected. 
(b) The orbit graph of each directed component of f(mod A) is a tree. 
(c) H1(A) = 0, and A contains no full convex subcategory which is heredi­

tary of type Am, for some m 2:: 1. 
(d) A satisfies the separation condition and contains no full convex subcat-

egory which is hereditary of type Am, for some m 2:: 1. _ 

Each of the state conditions depends on A alone, and not on all of its full 
convex subcategories. The key step in the proof is the statement that, if A is 
a tame tilted algebra which is not concealed, then the postprojective and the 
preinjective components of f(mod A) which are not connecting have tree orbit 
graphs if and only if A contains no full convex subcategory which is hereditary of 
type Am, for some m 2:: 1. 

6.9. We have even better statement in case A is furthermore sincere, that is, 
there exists a sincere indecomposable module MA lying on no cycle of non-zero 
non-isomorphisms between indecomposables of the form M = Mo -+ Ml -+ ... -+ 
Mt=M. 
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PROPOSITION [ALP](4.1). Let A be a sincere tame tilted algebra. The 
following conditions are equivalent: 

(a) A is strongly simply connected. 

(b) The postprojective and the preinjective components of r(mod A) have 
tree orbit graphs. 

(c) A contains no full convex subcategory which is hereditary of type Am, 
for some m ~ 1. • 

7. Simply connected mesh algebras. 

7.1. Orbit graphs make sense and are useful in another context as well. Let r be 
a finite translation quiver without oriented cycles (see [R1, BGJ) and Ir denote 
the ideal of the path algebra kr generated by the mesh relations. The algebra 
A = krjlr is called the mesh algebra of r. Thus, a typical example of a mesh 
algebra is provided by the Auslander algebra of a representation-directed algebra. 
The following result generalises [eV] and (5.2)(g). 

THEOREM [ACVTJ. Let r be a finite tranlation quiver without oriented 
cycles, and A be its mesh algebra. The following conditions are equivalent: 

(a) A is simply connected. 
(b) A is strongly simply connected. 
(c) A satisfies the separation condition. 
(d) Every irreducible cycle in r is an irreducible contour, and every irre­

ducible contour is a mesh. 
(e) r is simply connected. 
(f) OCr) is a tree. 

If, moreover, char k = 0 and r has no multiple arrows, then the above 
conditions are equivalent to: 

(g) HI (A) = o. • 

We briefly outline the scheme of the proof. It is trivial that (b) implies (c), 
which implies (a) by (2.5) , which implies (e) trivially. That (d) implies (b) follows 
directly from (5.4), and the equivalence of (e) with (f) from [BG]. To prove that 
(a) implies (d), one first shows that, if a is a source in the quiver of a mesh algebra 
Ai and if A is simply connected, then its full convex subcategory generated by all 
points of A except a is also simply connected. One next shows successively that, 
if a mesh algebra A contains an irreducible cycle which is not a contour, or an 
irreducible contour which is not a mesh, then A is not simply connected. For the 
proofs that (b) implies (d), that (f) implies (d), and the equivalence of these with 
(g), we refer the reader to [CV). 

7.2. This result applies to a class of algebras arising naturally from the study of 
postprojective partitions, introduced by Auslander and Smalo [ASm). We recall 
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that an algebra A is said to be an HI -algebra if the union of the first two post­
projective classes Po U PI is closed under predecessors, or equivalently, is closed 
under submodules (see [AHC]). For such an algebra A, we let R denote the endo­
morphism algebra of the direct sum of one representative from each isomorphism 
class of indecomposable A-modules from Po U Pl. It is easily shown that R is a 
mesh algebra. Applying (7.1) yields the following theorem. 

THEOREM [ACVT). The algebra R is simply connected if and only if A 
satisfies the separation condition. • 

It is worthwhile to observe that, while the statement implies that A is simply 
connected, it is generally not strongly simply connected. Indeed, the algebra A 
given by the quiver 

.~. / 
V 

bound by all possible commutativity relations, is an HI -algebra satisfying the 
separation condition, which is not strongly simply connected. 
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