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1. Introduction

The Hall algebra, or algebra of partitions, was originally construc-
ted in the context of abelian p-groups, and has a history going back
to a talk by Steinitz [65]. This work was largely forgotten, leaving
Hall to rediscover the algebra fifty years later [19]. (See also the ar-
ticles [24, 38].) The Hall algebra is naturally isomorphic to the ring
of symmetric functions, and in fact this is an isomorphism of self-dual
graded Hopf algebras.

The basic idea is to count short exact sequences with fixed iso-
morphism classes of p-groups and then to use these numbers as the
structure constants for an algebra. This idea was picked up again by
Ringel [49] for more general module categories, and in particular the
category of finite dimensional representations of a quiver (over a finite
field).

Ringel’s work built on some remarkable results relating quiver re-
presentations to symmetrisable Kac-Moody Lie algebras, beginning
with [15, 2, 13, 41, 12] and culminating in Kac’s Theorem [26], which
states that over an algebraically closed field, the dimension vector (or
image in the Grothendieck group) gives a surjection from the set of
isomorphism classes of indecomposable representations to the set of
positive roots of the associated root system. This root system can
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also be realised as that coming from a symmetrisable Kac-Moody Lie
algebra [27].

This connection was extended by Ringel in a series of papers [49,
50, 51, 52, 55, 56] where he constructed the Ringel-Hall algebra and
studied its properties, in particular proving the existence of Hall poly-
nomials for representation-directed algebras. Moreover, if one specia-
lises these polynomials at 1, then the indecomposable modules yield
a Lie subalgebra with universal enveloping algebra the whole Ringel-
Hall algebra.

This work was later generalised in two different ways. In [53, 48, 63]
the Lie algebra/universal enveloping algebra approach was taken fur-
ther, with Riedtmann and Schofield replacing the evaluation of po-
lynomials at 1 with the Euler characteristic of certain varieties. In
particular, Schofield proves that one can recover the universal enve-
loping algebra of an arbitrary symmetric Kac-Moody Lie algebra by
studying the variety of quiver representations over the field of complex
numbers.

On the other hand, Green proved in [17] that the Ringel-Hall al-
gebra can be endowed with a comultiplication such that it becomes
a twisted bialgebra. He then related the composition subalgebra to
the positive part of the quantum group for the corresponding sym-
metrisable Kac-Moody Lie algebra (see for example [36]). Sevenhant
and Van den Bergh [64] took this further and showed that the whole
Ringel-Hall algebra can be viewed as the positive part of the quan-
tised enveloping algebra of a Borcherds Lie algebra. These results
deepened the connections between quantum groups and representa-
tions of quivers, and led to the introduction of Lusztig’s canonical
basis [32, 33, 34, 37].

Completing the circle, Deng and Xiao showed in [9] how the Ringel-
Hall algebra could be used to provide a different proof of Kac’s Theo-
rem, and actually improve upon Kac’s original result, since they show
that the dimension vector map from indecomposable representations
to positive roots is surjective for any finite field.

The Ringel-Hall algebra construction carries over to any exact he-
reditary category [21], and in particular to the categories of coherent
sheaves over smooth projective curves. The case of P1 has been ex-
tensively studied in [28, 1], and Schiffmann has considered weighted

São Paulo J.Math.Sci. 4, 3 (2010), 351–398



Ringel-Hall Algebras of Cyclic Quivers 353

projective lines [58] and elliptic curves [4, 60, 62], the latter toge-
ther with Burban and Vasserot. Joyce has also consider Ringel-Hall
algebras in the context of configurations of abelian categories [25].

We also mention work of Reineke [43, 44, 45, 46, 47] and Reineke
and Caldero [6, 7] for other interesting occurrences of Ringel-Hall
algebras, especially with regard to answering questions in algebraic
geometry. Furthermore, there has been some recent work by Caldero
and Chapoton relating Ringel-Hall algebras to cluster algebras (see
also [23]). On the other hand, Toën has shown how to construct a
Ringel-Hall algebra from a dg-category [67], a result which has subse-
quently been extended by Xiao and Xu to more general triangulated
categories [70].

Our aim in these notes is to present some of this rich theory in
the special case of a cyclic quiver. In this case one has a strong
connection to the theory of symmetric functions, and we describe this
quite thoroughly in the classical case, where the quiver has just a
single vertex and a single loop. Our presentation is chosen such that
the methods generalise to larger cyclic quivers, and in particular we
emphasise the Hopf algebra structure. In the general case we outline
a proof that the centre of the Ringel-Hall algebra is isomorphic to the
ring of symmetric functions (after extending scalars). This proof is
different from Schiffmann’s original approach [57], which relied heavily
on some calculations by Leclerc, Thibon and Vasserot [30]. Instead
we follow Sevenhant and Van den Bergh [64], putting this result in a
broader context and avoiding the more involved computations.

The reader might like to consider these notes as a companion to
Schiffmann’s survey article [59]; the latter is much more advanced and
has a much broader scope than these notes, whereas we have tried to
fill in some of the gaps. In this spirit we remark that Schiffmann’s
conjecture is answered by Theorem 17 (since the map Φn preserves
the Hopf pairing), and we finish with Conjecture 19 which, if true,
would answer the question posed by Schiffmann concerning the (dual)
canonical basis elements.

2. Symmetric Functions

Symmetric functions play a central role in many areas of mathema-
tics, including the representation theory of the general linear group,
combinatorics, analysis and mathematical physics. Here we briefly
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outline some of the results we shall need in discussing their relation-
ship to Ringel-Hall algebras of cyclic quivers. Our main reference for
this section is [39].

2.1. Partitions. A partition λ = (λ1, λ2, . . . , λl) is a finite sequence
of positive integers such that λi ≥ λi+1 for all i. We define `(λ) := l
to be its length, and set

|λ| :=
∑
i

λi and mr(λ) := |{i : λi = r}| for r ≥ 1.

It is usual to depict a partition as a Young diagram, where the i-th
row contains λi boxes, and the rows are left-justified.

Given λ, we can reflect its Young diagram in the main diagonal
to obtain the Young diagram of another partition, called the dual
partition λ′. We see immediately that |λ′| = |λ| and that λ′i = |{j :
λj ≥ i}|, so mr(λ) = λ′r − λ′r+1.

For example, here are the Young diagrams of two conjugate parti-
tions

(4, 3, 1) (3, 2, 2, 1)

The dominance (partial) ordering on partitions of n is given by

λ ≤ µ if, for all i, λ1 + · · ·+ λi ≤ µ1 + · · ·+ µi.

It is a nice exercise1 to show that

λ ≤ µ if and only if µ′ ≤ λ′.

We also define

n(λ) :=
∑
i

(i− 1)λi =
∑
i

(
λ′i
2

)
.

1 Suppose λ ≤ µ. We must have `(λ) ≥ `(µ), so λ′1 ≥ µ′1. Now remove the

first column of λ and place it below the second column, to obtain λ̃ such that
`(λ̃) = λ′1 + λ′2. Do the same to µ, and note that λ̃ ≤ µ̃.
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The equality comes from filling each box in the i-th row of the Young
diagram for λ with the number i − 1. We then sum these numbers
either along rows or along columns. Since n(λ) =

∑
i<j min{λi, λj},

we also get∑
i,j

min{λi, λj} =
∑
r,s

mr(λ)ms(λ) min{r, s} = 2n(λ) + |λ|.

Finally, set

zλ :=
∏
r

(
mr(λ)!rmr(λ)

)
,

and note that, if |λ| = n, then zλ is the size of the centraliser in the
symmetric group Sn of any element of cycle type λ. We have the
identities ∑

|λ|=n

1

zλ
= 1 and

∑
|λ|=n

(−1)`(λ) 1

zλ
= −δ1n.

The first follows from the Orbit-Stabiliser Theorem, whereas the se-
cond follows from the fact that, for n ≥ 2, the alternating group has
index 2 in the full symmetric group.

2.2. The ring of symmetric functions. Let

Λ := Q[p1, p2, . . .]

be a polynomial ring in countably many variables. This has a Q-basis
indexed by the set of partitions

pλ :=
∏
i

pλi =
∏
r

pmr(λ)
r ,

and is naturally N-graded, where deg(pλ) := |λ|.
We make Λ into a graded Hopf algebra via

∆(pr) := pr ⊗ 1 + 1⊗ pr, ε(pr) := 0 and S(pr) := −pr.
Thus the generators pr are primitive elements. Clearly Λ is both
commutative and cocommutative.

We next define a non-degenerate symmetric bilinear form on Λ via

〈pλ, pµ〉 := δλµzλ.

We observe that this form respects the grading on Λ. Moreover,

〈f, gh〉 = 〈∆(f), g ⊗ h〉, 〈S(f), g〉 = 〈f, S(g)〉, 〈f, 1〉 = ε(f),
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where 〈a ⊗ b, c ⊗ d〉 := 〈a, c〉〈b, d〉. Thus 〈−,−〉 is a non-degenerate
graded Hopf pairing on Λ.

We summarise this by saying that Λ is a self-dual graded Hopf
algebra. Note that, since each graded part of Λ is finite dimensional,
Λ is isomorphic (as a graded Hopf algebra) to its graded dual.

We call Λ (equipped with all this extra structure) the ring of sym-
metric functions.

2.3. A remark on the Hopf algebra structure. Let K be a field
and V a K-vector space, say with basis {xr}. Let S = S(V ) be the
symmetric algebra of V , so that S = K[{xr}] is the polynomial ring
on the variables xr. Then S is naturally a Hopf algebra via

∆(xr) = xr ⊗ 1 + 1⊗ xr, S(xr) = −xr and ε(xr) = 0.

We can see this either by noting that V is an algebraic group with
respect to addition, so its ring of regular functions S is a Hopf algebra,
or else that V is an abelian Lie algebra, so its universal enveloping
algebra S is a Hopf algebra.

Now, if 〈−,−〉 is any symmetric bilinear form on V for which the
xr are pairwise orthogonal, say 〈xr, xs〉 = δrsar, then there is a unique
extension of this form to a Hopf pairing on S, satisfying

〈xλ, xµ〉 = δλµ
∏
r

(
mr(λ)!amr(λ)

r

)
, where xλ :=

∏
i

xλi .

In particular, Λ is the symmetric algebra of the Q-vector space with
basis {pr}, and we have used the symmetric bilinear form 〈pr, ps〉 =
δrsr.

2.4. Symmetric Functions. We shall now describe the relationship
between Λ and the rings of symmetric polynomials.

Set Rn := Q[X1, . . . , Xn]. The symmetric group Sn acts on Rn
by permuting the Xi, and we call the fixed-point ring Sn := RSn

n the
ring of symmetric polynomials. Clearly both Rn and Sn are N-graded,
where deg(Xi) := 1.

The power sum polynomials pr,n := Xr
1 + · · · + Xr

n are obviously
symmetric, and it is a classical result that the pr,n for 1 ≤ r ≤ n are
algebraically independent and generate Sn, so Sn is again a polynomial
ring on n generators.
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We can make the Rn (and by restriction the Sn) into an inverse
system using the maps ρn : Rn � Rn−1, Xn 7→ 0. Then the graded
epimorphisms πn : Λ � Sn sending pr 7→ pr,n are compatible with the
ρn.

Theorem 1. We have Λ ∼= lim←−Sn in the category of graded rings.

In particular, the d-th graded part of Λ is the inverse limit of the
d-th graded parts of the Sn. Note that this theorem is only valid if
we take the inverse limit in the category of graded rings.

This offers an alternative approach to the naturality of the Hopf
algebra structure. For, we have isomorphisms

Rn ⊗Rn
∼−→ R2n, Xi ⊗ 1 7→ Xi, 1⊗Xi 7→ Xn+i,

and the comultiplication on Λ is such that the following diagram com-
mutes

Λ
∆−−−−→ Λ⊗ Λyπ2n yπn⊗πn

R2n
∼←−−−− Rn ⊗Rn

It is often convenient to express the elements of Λ = lim←−Sn in

terms of the infinite polynomial ring lim←−Rn = Q[X1, X2, . . .], where
the inverse limit is again taken in the category of graded rings. For
example, we have pr =

∑
iX

r
i .

2.5. Special Functions. There are, of course, many different bases
for Λ. We list below some of the more important ones. We shall often
describe elements implicitly by giving their generating function. It is
also easy to express the comultiplication in this way, where we extend
∆ to a map Λ⊗Q[T ]→ Λ⊗ Λ⊗Q[T ] via ∆(fTn) 7→ ∆(f)Tn.

We shall frequently use the following lemma.

Lemma 2. Consider homogeneous elements xn and yn of degree n
such that ∑

n≥0

xnT
n = exp

(∑
n≥1

1

n
ynT

n
)
.

Then

∆(xn) =
∑
a+b=n

xa ⊗ xb if and only if ∆(yn) = yn ⊗ 1 + 1⊗ yn.
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In this case, setting ξn := 〈xn, xn〉 and ηn := 1
n〈yn, yn〉 we similarly

have ∑
n≥0

ξnT
n = exp

(∑
n≥1

1

n
ηnT

n
)
.

Proof. Set

X(T ) :=
∑
n≥0

xnT
n, and Y (T ) :=

∑
n≥1

ynT
n−1,

and note that x0 = 1. We can express the relationship between the
xn and yn in terms of their generating functions as

d

dT
logX(T ) = Y (T ), so X(T )Y (T ) =

d

dT
X(T ).

From these we get

nxn =
n∑
a=1

yaxn−a, xn =
∑
|λ|=n

1

zλ
yλ,

yn = −n
∑
|λ|=n

(−1)`(λ)(`(λ)− 1)!∏
rmr(λ)!

xλ,

where as usual xλ :=
∏
i xλi , and analogously for yλ.

Using the first equality, we see by induction that

∆(nxn − yn) =
n−1∑
a=1

∆(yn−axa) =

n−1∑
a=1

(yn−a ⊗ 1 + 1⊗ yn−a)(xa ⊗ 1 + xa−1 ⊗ x1 + · · ·+ 1⊗ xa) =

n(xn ⊗ 1 + xn−1 ⊗ x1 + · · ·+ 1⊗ xn)− (yn ⊗ 1 + 1⊗ yn).

Hence

∆(xn) =
∑
a+b=n

xa ⊗ xb if and only if ∆(yn) = yn ⊗ 1 + 1⊗ yn.

Now, assuming this, apply 〈yn,−〉. Since yn is primitive, 〈yn, fg〉
= 0 if f and g are both homogeneous of degree at least 1. Therefore

n〈yn, xn〉 = 〈yn, yn〉.
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Now apply 〈xn,−〉 to get

n〈xn, xn〉 =

n∑
a=1

〈∆(xn), ya ⊗ xn−a〉 =

n∑
a=1

〈xa, ya〉〈xn−a, xn−a〉.

Putting these together we get

nξn =

n∑
a=1

ηaξn−a.

The result about their generating functions now follows, noting that
ξ0 = 1. �

2.5.1. Power Sum Functions. The functions pn are called the power
sum functions. They are characterised up to scalars by being primitive
elements:

∆(pn) = pn ⊗ 1 + 1⊗ pn.
The pn have the generating function

P (T ) :=
∑
n≥1

pnT
n−1 =

∑
i

Xi

1−XiT
.

Since the power sum functions are primitive, we can write

∆(P (T )) = P (T )⊗ 1 + 1⊗ P (T ).

Finally, we recall that

〈pλ, pµ〉 = δλµzλ.

2.5.2. Elementary Symmetric Functions. These are defined via

E(T ) =
∑
n≥0

enT
n :=

∏
i

(1 +XiT ), so en =
∑

i1<···<in

Xi1 · · ·Xin .

We observe that

d

dT
logE(T ) = P (−T ), so nen = −

n∑
a=1

(−1)aen−apa.

Alternatively, we can write

E(T ) = exp
(
−
∑
n≥1

(−1)n

n
pnT

n
)
, so en = (−1)n

∑
|λ|=n

(−1)`(λ) 1

zλ
pλ.
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It follows from Lemma 2 that

∆(E(T )) = E(T )⊗ E(T ), or ∆(en) =
∑
a+b=n

ea ⊗ eb

and that
〈em, en〉 = δmn.

2.5.3. Complete Symmetric Functions. These are defined via

H(T ) =
∑
n≥0

hnT
n :=

∏
i

(1−XiT )−1, so hn =
∑

i1≤···≤in

Xi1 · · ·Xin .

We observe that H(T )E(−T ) = 1, so∑
a+b=n

(−1)aeahb = 0 for n ≥ 1,

and giving the analogous statements

d

dT
logH(T ) = P (T ), nhn =

n∑
a=1

hn−apa

H(T ) = exp
(∑
n≥1

1

n
pnT

n
)
, hn =

∑
|λ|=n

1

zλ
pλ.

∆(H(T )) = H(T )⊗H(T ), ∆(hn) =
∑
a+b=n

ha ⊗ hb

and
〈hm, hn〉 = δmn.

2.5.4. Monomial Functions. To describe the basis of monomial func-
tions, we need a little more notation. Given a finite sequence α =
(α1, α2, . . .) of non-negative integers, we can copy the definitions for
partitions and set |α| :=

∑
i αi and mr(α) := |{i : αi = r}| for r ≥ 1.

We write α ∼ β if mr(α) = mr(β) for all r ≥ 1. Clearly, given α,
there is a unique partition λ such that α ∼ λ.

Given such a sequence α, set Xα :=
∏
iX

αi
i , a monomial of degree

|α|. Then for each partition λ we define the monomial function mλ ∈
Λ to be

mλ :=
∑
α∼λ

Xα.
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The mλ form a basis of Λ, and

pn = m(n), en = m(1n) and hn =
∑
|λ|=n

mλ.

If we set eλ :=
∏
i eλi , then the eλ also form a basis for Λ. With

respect to this basis we can write

mλ = eλ′ +
∑
µ<λ

αλµeµ′ for some integers aλµ,

where λ′ again denotes the conjugate partition to λ.

Similarly we can set hλ :=
∏
i hλi , in which case the hλ form a basis

for Λ dual to the mλ

〈hλ,mµ〉 = δλµ.

2.5.5. Schur Functions. The Schur functions play a fundamental role
in the representation theories of the symmetric groups and the general
linear groups; for example, they correspond to the irreducible charac-
ters of Sn, and also to the irreducible polynomial representations of
GLn.

The Schur functions sλ are characterised by the two properties2

(a) sλ = eλ′ +
∑

µ<λ βλµeµ′ for some integers βλµ
(b) 〈sλ, sµ〉 = δλµ

and hence the sλ form a basis of Λ.

More explicitly, we have

sλ = det
(
eλ′i−i+j

)
= det

(
hλi−i+j

)
,

where the first matrix has size λ1 = `(λ′) and the second has size `(λ).
In particular, we always have

s(1n) = en and s(n) = hn.

2 This is a non-standard description. Usually one replaces property (a) by the
equivalent property

sλ = mλ +
∑
µ<λ

Kλµmµ.

The coefficients Kλµ which occur are called the Kostka numbers. See for example
[40].
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We compute the first few Schur functions for reference.

s(1) = e1

s(12) = e2, s(2) = e2
1 − e2 = h2

s(13) = e3, s(12) = e1e2 − e3, s(3) = e3
1 − 2e1e2 + e3 = h3

s(14) = e4, s(122) = e1e3 − e4, s(22) = e2
2 − e1e3,

s(13) = e2
1e2 − e2

2 − e1e3 + e4, s(4) = e4
1 − 3e2

1e2 + e2
2 + 2e1e3 − e4 = h4.

If we write
sλsµ =

∑
ξ

cξλµsξ,

then the coefficients cξλµ are called the Littlewood-Richardson coeffi-
cients.

2.6. An Important Generalisation. We shall see in the next chap-
ter that, when studying the representation theory of finite abelian
p-groups, or nilpotent modules for the polynomial ring Fq[X], the ex-
tension Λ[t] := Λ⊗Q[t] of Λ arises naturally. In this setting it is useful
to redefine the symmetric bilinear form to be

〈pλ, pµ〉t := δλµzλ(t),

where

zλ(t) :=
∏
r

(
mr(λ)!

( r

1− tr
)mr(λ)

)
= zλ

∏
r

(1− tr)−mr(λ) ∈ Q(t).

This is a Hopf pairing on Λ[t], for the same reasons as before, and it
is clear that specialising to t = 0 recovers the original form.

We set

φn(t) = (1− t)(1− t2) · · · (1− tn) and bλ(t) :=
∏
r

φmr(λ)(t).

Then3

〈em, en〉t = 〈hm, hn〉t = δmnφn(t)−1.

3 By Lemma 2 we have∑
n≥0

〈en, en〉tTn = exp
(∑
n≥1

1

n(1− tn)
Tn
)
.
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2.7. Dual Schur Functions. With respect to this new bilinear form,
the Schur functions no longer give an orthonormal basis. We therefore
introduce the dual Schur functions Sλ(t) such that 〈Sλ(t), sµ〉t = δλµ.
The Sλ(t) can be given explicitly via

Sλ(t) = det
(
cλi−i+j(t)

)
, where as usual cλ(t) =

∏
i

cλi(t).

In particular, we have
S(n)(t) = cn(t).

2.7.1. Cyclic Symmetric Functions. We generalise the complete sym-
metric functions by4

C(T ) := 1 +
∑
n≥1

cn(t)Tn = exp
(∑
n≥1

1− tn

n
pnT

n
)
,

so, setting c0(t) := 1 for convenience,

cn(t) =
∑
|λ|=n

1

zλ(t)
pλ and ncn(t) =

n∑
a=1

(1− ta)pacn−a(t).

We can also express the generating function C(T ) in terms of E(T )
and H(T ):

C(T ) = H(T )/H(tT ) = E(−tT )/E(−T ).

This gives

(1−tn)hn =
n∑
a=1

tn−ahn−aca(t) and (tn−1)en =
n∑
a=1

(−1)aen−aca(t).

We note that specialising to t = 0 recovers the complete symmetric
functions, cn(0) = hn.

The functions cn(t) do not seem to have a name, so we shall refer
to them as ‘cyclic’ functions based on their role in the Hall algebra.

We can rewrite this as
∏
n≥0(1− tnT )−1, and expanding the product we obtain∏

n≥0

(1− tnT )−1 = (1−T )−1
∑
λ

t|λ|T `(λ) = (1−T )−1
∑
λ

t|λ|Tλ1 =
∑
n≥0

φn(t)−1Tn.

4 In Macdonald’s book, they are denoted qn(X; t), but q seems an unfortunate
choice since this is used elsewhere as another variable.

São Paulo J.Math.Sci. 4, 3 (2010), 351–398



364 Andrew Hubery

We have

∆(C(T )) = C(T )⊗ C(T ), ∆(cn(t)) =
∑
a+b=n

ca(t)⊗ cb(t)

and, using Lemma 2,∑
n≥0

〈cn(t), cn(t)〉tTn = exp
(∑
n≥1

1− tn

n
Tn
)

=
1− tT
1− T

= 1+(1−t)
∑
n≥1

Tn.

Thus
〈cn(t), cn(t)〉t = (1− t) for n ≥ 1.

Setting cλ(t) :=
∏
i cλi(t), then the cλ(t) form a basis for Λ[t] dual to

the basis of monomial functions

〈cλ(t),mµ〉t = δλµ.

2.7.2. Hall-Littlewood Functions. One can also generalise the Schur
functions sλ to obtain the Hall-Littlewood symmetric functions Pλ(t).
These are characterised by5

(a) Pλ(t) = eλ′ +
∑

µ<λ βλµ(t)eµ′ for some integer polynomials

βλµ(t)
(b) 〈Pλ(t), Pµ(t)〉t = δλµbλ(t)−1

so the Pλ(t) form a basis for Λ[t].

Clearly Pλ(0) = sλ, but we also have that Pλ(1) = mλ, so the
Hall-Littlewood functions can be thought of as providing a transition
between the Schur functions and the monomial functions. In fact, we
have

sλ = Pλ(t) +
∑
µ<λ

Kλµ(t)Pµ(t),

and the coefficients Kλµ(t) are integer polynomials, called the Kostka-
Foulkes polynomials. Note that, since Pλ(0) = sλ, we must have
Kλµ(t) ∈ tZ[t].

Finally, we state the relations

er = P(1r)(t), cr(t) = (1− t)P(r)(t), hr =
∑
|λ|=r

tn(λ)Pλ(t)

5 We have again replaced the standard description in terms of the monomial
functions by an equivalent one involving the elementary symmetric functions.

São Paulo J.Math.Sci. 4, 3 (2010), 351–398



Ringel-Hall Algebras of Cyclic Quivers 365

and

pr =
∑
|λ|=r

(1− t−1)(1− t−2) · · · (1− t1−`(λ))tn(λ)Pλ(t).

We will prove these using the classical Hall algebra.

2.8. Integral Bases. We observe from the formulae∑
a+b=n

(−1)aeahb = 0, mλ = eλ′ +
∑
µ<λ

αλµeµ′ and sλ = eλ′ +
∑
µ<λ

βλµeµ′ ,

where αλµ, βλµ ∈ Z, that the following subrings are all equal

Z[e1, e2, . . .] = Z[h1, h2, . . .] = Z[{mλ}] = Z[{sλ}].
If we denote this subring by ZΛ, then we can strengthen Theorem 1
to give

Theorem 3.

ZΛ ∼= lim←−Z[X1, . . . , Xn]Sn .

On the other hand, since

nen = −
n∑
a=1

(−1)aen−apa,

the pλ do not form a basis for ZΛ.

We can similarly study the subring ZΛ[t] of Λ[t]. Then the formula

Pλ(t) = eλ′ +
∑
µ<λ

βλµ(t)eµ′ , βλµ(t) ∈ Z[t],

shows that the Pλ(t) form a basis for ZΛ[t].

However, since

(tn − 1)en =
n∑
a=1

(−1)aen−aca(t),

we see that the cn(t) do not even generate Λ[t]; one would need to
invert each polynomial of the form tn − 1.

Similarly, using the description of the dual Schur functions, we see
that they also do not form a basis of Λ[t].

São Paulo J.Math.Sci. 4, 3 (2010), 351–398



366 Andrew Hubery

3. Ringel-Hall Algebras

We now review the theory of Ringel-Hall algebras, based on the
work of Ringel and Green [49, 17].

Let k be a field and let A be an abelian (or, more generally, exact)
k-linear category which

• is skeletally small, so the isomorphism classes of objects form
a set;
• is hereditary, so that Ext2(−,−) = 0;
• has finite dimensional hom and ext spaces;
• has split idempotents, so idempotent endomorphisms induce

direct sum decompositions. (This is automatic if A is abelian.)

The last two conditions imply that End(A) is a finite-dimensional
algebra, which is local precisely when A is indecomposable. Thus A
is a Krull-Schmidt category, so every object is isomorphic to a direct
sum of indecomposable objects in an essentially unique way.

We define the Euler characteristic of A to be

〈M,N〉 := dim Hom(M,N)− dim Ext1(M,N).

Since A is hereditary, this descends to a bilinear map on the Grothen-
dieck group K0(A) of A. We shall also need its symmetrisation

(M,N) := 〈M,N〉+ 〈M,N〉.
Let

rad(−,−) = {α : (α, β) = 0 for all β}
denote the radical of the symmetric bilinear form on K0(A), and set6

K0(A) := K0(A)/rad(−,−).

In algebraic geometry, this quotient is commonly called the numerical
Grothendieck group.

6 It would be interesting to determine which abelian groups admit such a non-
degenerate integer-valued symmetric bilinear form. It is clear that such a group
is torsion-free, and easy to show that every finite rank subgroup is free. Thus one
can use Pontryagin’s Theorem to deduce that every countable subgroup is free (see
for example [14]). On the other hand, if (x, x) = 0 implies x = 0, so the form is a
Yamabe function [71], then the whole group is free. For, if it has finite rank, then
it is free [71], whereas if the rank is at least 5, then we may assume the form is
positive definite (c.f. [42]), in which case it is free by [66].
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3.1. Hall numbers. Given objects M,N,X we define

EXMN := {(f, g) : 0→ N
f−→ X

g−→M → 0 exact}.
We observe that AutX acts on EXMN via αX · (f, g) := (αXf, gα

−1
X ).

The map θ 7→ 1 + fθg induces an isomorphism between Hom(M,N)
and the stabiliser of (f, g), and the quotient EXMN/AutX equals

Ext1(M,N)X = {extension classes having middle term isomorphic to X}.

On the other hand, AutM×AutN acts freely on EXMN via (αM , αN )·
(f, g) := (fα−1

N , αMg), and we define

FXMN :=
EXMN

AutM ×AutN

to be the quotient. In the special case when A = modR is the cate-
gory of finite dimensional R-modules for some k-algebra R, then the
map (f, g) 7→ Im(f) yields the alternative defintion

FXMN = {U ≤ X : U ∼= N, X/U ∼= M}.
This can then be iterated to give

FXM1···Mn
:= {0 = Un ≤ · · · ≤ U1 ≤ U0 = X : Ui−1/Ui ∼= Mi},

which is the set of filtrations of X with subquotients (M1, . . . ,Mn)
ordered from the top down.

Taking the union over all possible cokernels we obtain∐
[M ]

FXMN =
Inj(N,X)

Aut(N)
,

where Inj(N,X) is the set of all (admissible) monomorphisms from
N to X. A dual result obviously holds if we take the union over all
possible kernels.

Now suppose that k is a finite field. Then all the sets we have
defined so far are finite, so we may consider their cardinalities. We
define

aX := |AutX|, EXMN := |EXMN | and FXMN := |FXMN |.
The FXMN are called Hall numbers. Note that

EXMN =
|Ext1(M,N)X |aX
|Hom(M,N)|
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and

FXMN =
EXMN

aMaN
=
|Ext1(M,N)X |
|Hom(M,N)|

aX
aMaN

.

The latter is commonly referred to as Riedtmann’s Formula [48].

3.2. The Ringel-Hall Algebra. We use the numbers FXMN as struc-
ture constants to define the Ringel-Hall algebra H(A). Let vk ∈ R be
the positive square-root of |k| and let Qk := Q(vk) ⊂ R. Then H(A)
is the Qk-algebra with basis the isomorphism classes of objects in A
and multiplication

uMuN := v
〈M,N〉
k

∑
[X]

FXMNuX .

Note that the sum is necessarily finite, since Ext1(M,N) is a finite
set.

Theorem 4 (Ringel). H(A) is an associative algebra with unit [0].
Moreover, it is naturally graded by K0(A).

Proof. Given L, M , N and X, the pull-back/push-out constructions

0 0y y
N Ny y

0 −−−−→ B −−−−→ X −−−−→ L −−−−→ 0y y ∥∥∥
0 −−−−→ M −−−−→ A −−−−→ L −−−−→ 0y y

0 0
induce bijections∐

[A]

EALM × EXAN
AutA

←→
∐
[B]

EXLB × EBMN

AutB
,
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where the automorphism groups act diagonally, and hence freely.
This, together with 〈A,−〉 = 〈L,−〉 + 〈M,−〉, yields the associati-
vity law.

Since FXMN 6= 0 only if there exists a short exact sequence 0 →
N → X →M → 0, it follows that H(A) is graded by K0(A). �

Dually, we can endow H(A) with the structure of a coalgebra. De-
fine

∆(uX) :=
∑

[M ],[N ]

v
〈M,N〉
k

EXMN

aX
uM ⊗ uN .

Since

∆(aXuX) =
∑

[M ],[N ]

v
〈M,N〉
k FXMN (aMuM )⊗ (aNuN ),

we see that the comultiplication is in essence dual to the multiplica-
tion.

N.B. In order for this definition to make sense, we need that each
object X has only finitely many subobjects (that is, A is finitely well-
powered). This is clearly satisfied for A = modR.

Theorem 5. H(A) is a graded coassociative coalgebra with counit
ε([X]) = δ[X][0].

Proof. This follows from the same formula that proves associativity.
�

Finally, Green used the heredity property to show that H(A) is a
twisted bialgebra. We can construct an honest bialgebra by adjoining
the group algebra of K0(A).

Recall that Qk[K0(A)] is a Hopf algebra with basis Kα for α ∈
K0(A) such that

KαKβ := Kα+β, ∆(Kα) := Kα⊗Kα, ε(Kα) := 1, S(Kα) := K−α.

We define H(A) to be a bialgebra such that the natural embedding
of H(A) into H(A) is an algebra homomorphism, and the natural
embedding of Qk[K0(A)] into H(A) is a bialgebra homomorphism.
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We do this by first defining H(A) to be the smash product7

H(A)#Qk[K0(A)], where we make H(A) into a Qk[K0(A)]-module
algebra via

Kα · uX := v
(α,[X])
k uX .

As a vector space, H(A) = H(A)⊗Qk[K0(A)], and since the Kα are
group-like, we just have

KαuX = v(α,[X])uXKα.

Green’s result then implies that H(A) is a bialgebra, where

∆([X]) :=
∑

[M ],[N ]

v
〈M,N〉
k

EXMN

aX
[M ]KN ⊗ [N ] and ε([X]) := δ[X]0.

We extend the grading by letting each Kα have degree 0.

We can also define an antipode on H(A), as done by Xiao in [69].

Theorem 6 (Green, Xiao). H(A) is a self-dual graded Hopf algebra.
Given a linear map dim: K0(A) → Z we have the non-degenerate
Hopf pairing

〈[M ]Kα, [N ]Kβ〉 := δ[M ][N ]

v
(α,β)+2 dimM
k

aM
.

If A = modR, then one usually takes the linear functional dim to
be the dimension as a k-vector space.

4. Cyclic Quivers, I

Let C1 be the quiver with a single vertex 1 and a single loop a.
C1 : 1 a

For a field k let C1(k) be the category of k-representations of C1; i.e.
the category of functors from C1 to finite dimensional k-vector spaces.
Thus a representation M is given by a finite dimensional vector space
M(1) together with an endomorphism M(a).

Equivalently, we can view C1(k) as the category of finite dimensional
k[T ]-modules. For, such a module is determined by a vector space
together with an endomorphism describing how T acts.

7 See for example [8].
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Since k[T ] is a principal ideal domain, every finite dimensional mo-
dule can be written as

M ∼=
⊕
p,r

(
k[T ]/pr

)mr(p),
wherep ∈ k[T ] is monic irreducible and r ∈ N.

In terms of matrices, this corresponds to a rational normal form,
generalising the Jordan normal form over algebraically closed fields.

More restrictively, we define C0
1(k) to be the full subcategory of

nilpotent modules. Thus we only allow the irreducible polynomial
p = T , and hence the isomorphism classes are indexed by partitions
(giving the block sizes in the Jordan normal form). As such, this
indexing set is independent of the field. We write

Mλ :=
⊕
r

(
k[T ]/T r

)mr(λ)
=
⊕
i

k[T ]/T λi .

We observe that C0
1(k) is a uniserial length category8 satisfying our

previous conditions. Also, K0
∼= Z via [M ] 7→ dimM , and K0 = 0

since the Euler characteristic is identically zero.

Now let k be a finite field. Then the Ringel-Hall algebra H1(k) :=
H(C0

1(k)) has basis uλ := [Mλ] and is N-graded via deg(uλ) = |λ|.

4.1. Examples of Hall numbers. We now compute the Hall num-
bers in some easy cases. We shall simplify notation slightly and just

write F ξλµ instead of F
Mξ

MλMµ
. This preempts the next section where

we prove that the Hall numbers are given by specialising certain Hall
polynomials. We set q := |k|.

(1) Let r = a+ b. Since the category C0
1(k) is uniserial we have

F
(r)
(a)(b) = 1.

(2) For a ≥ 2 and any b we have

u(a)u(1b) = u(1b−1a+1) + qbu(1ba).

For, consider a short exact sequence

0→M(1b) → X →M(a) → 0.

8 The lattice of submodules of an indecomposable module is a finite chain.
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We immediately see that soc(X) has dimension either b or
b + 1. Similarly, X has Loewy length either a or a + 1. If
soc(X) ∼= M(1b), then this submodule is uniquely determined,
and since the cokernel is isomorphic to M(a), we must have
X ∼= M(1b−1a+1) with corresponding Hall number 1. On the

other hand, if soc(X) ∼= M(1b+1), then since X has Loewy
length a we have X ∼= M(1ba) and the sequence must be split.

In this case Ext1(M(a),M(1b))M(1ba)
= 0, so we can use Riedt-

mann’s Formula to calculate that F
(1ba)

(a)(1b)
= |Hom(M(1b),M(a))|

= qb.

(3) Let r = a + b. Then F (1r)

(1a)(1b)
is isomorphic to the Grass-

mannian Gr
(
r
a,b

)
. For, given the semisimple module M(1r),

choosing a submodule isomorphic to M(1b) is equivalent to
choosing a b-dimensional subspace of an r-dimensional vector
space, and for each such choice, the cokernel will necessarily
be semisimple, hence isomorphic to M(1a). Thus

F
(1r)

(1a)(1b)
= qab

[
r
a

]
q−1

where

[
r
a

]
t

:=
φr(t)

φa(t)φb(t)
.

(4) More generally, we have the formula

F ξλ(1m) = qn(ξ)−n(λ)−n(1m)
∏
i≥1

[
ξ′i − ξ′i+1
ξ′i − λ′i

]
q−1

.

(5) We next prove that

F ξλµ 6= 0 implies λ ∪ µ ≤ ξ ≤ λ+ µ,

where λ ∪ µ is the partition formed by concatentating the
parts of λ and µ, so mr(λ ∪ µ) = mr(λ) + mr(µ), and λ + µ
is formed by adding the corresponding parts of λ and µ, so
(λ + µ)i = λi + µi. Note that (λ ∪ µ)′ = λ′ + µ′, so these
concepts are dual to one another.

To see this, suppose we have a short exact sequence

0→Mµ
ι−→Mξ

π−→Mλ → 0.
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We first consider the socle series for Mξ compared with the
socle series of Mλ ⊕Mµ. We have

dim soci(Mξ) = ξ′1 + · · ·+ ξ′i

dim soci(Mλ ⊕Mµ) = λ′1 + µ′1 + · · ·+ λ′i + µ′i.

Since πsoci(Mξ) ⊂ soci(Mλ) and ι−1soci(Mξ) ⊂ soci(Mµ), we
must have ξ′ ≤ (λ ∪ µ)′, or equivalently ξ ≥ λ ∪ µ.

On the other hand, define

M
(≤i)
ξ :=

⊕
j≤i

Mξj

to be the sum of the i largest indecomposable summands of

Mξ. Then π
(
M

(≤i)
ξ

)
and ι−1

(
M

(≤i)
ξ

)
each have at most i sum-

mands, we must have ξ1 + · · · + ξi ≤ λ1 + µ1 + · · · + λi + µi,
so that ξ ≤ λ+ µ.

(6) Finally, we note that

F ξλµ = F ξµλ,

so that the Ringel-Hall algebra is both commutative and co-
commutative (since it is self-dual).

For this we observe that there is a natural duality on the
category C0

1(k) given by D = Homk(−, k), and that D(Mλ) ∼=
Mλ.

4.2. Hall Polynomials. We now show that, for each triple (λ, µ, ξ),

there exist polynomials F ξλµ(T ) ∈ Z[T ] such that, for any finite field

k and any objects Mλ,Mµ,Mξ ∈ C0
1(k) of types λ, µξ respectively,

F
Mξ

MλMµ
= F ξλµ(|k|).

The polynomials F ξλµ are called Hall polynomials, and allow one to

form a generic Ringel-Hall algebra.

Theorem 7. There exist

(1) integers d(λ, µ) such that, over any field k,

d(λ, µ) = dim Hom(Mλ,Mµ).
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In fact,

d(λ, µ) =
∑
i,j

min{λi, µj}, so d(λ, λ) = 2n(λ) + |λ|.

(2) monic integer polynomials aλ such that, over any finite field
k,

aλ(|k|) = aMλ
= |Aut(Mλ)|.

In fact,

aλ = T 2n(λ)+|λ|bλ(T−1).

(3) integer polynomials F ξλµ such that, over any finite field k,

F ξλµ(|k|) = F
Mξ

MλMµ
.

Moreover,

F ξλµ = cξλµT
n(ξ)−n(λ)−n(µ) + lower degree terms,

where cξλµ is the Hall-Littlewood coefficient.

The first two statements are easy to prove. For the third, there are
several approaches.

In [39], Macdonald proves this using the Littlewood-Richardson

rule for computing the coefficients cξλµ. In particular, he first shows

how each short exact sequence determines an LR-sequence, so one

can decompose the Hall number as F ξλµ =
∑

S FS corresponding to

the possible LR-sequences. Finally he proves that each FS is given by
a universal polynomial.

Alternatively, as detailed in [61], one can use Example (4) above to
prove polynomiality. By iteration, using Example (5), one sees that

there exist integer polynomials f ξλ such that

u
(1λ
′
r )
· · ·u

(1λ
′
1 )

=
∑
µ≤λ

fµλ (q)uµ.

Note also that fλλ = 1 since the corresponding filtration of Mλ is just
the socle series. Inverting this shows that any uλ can be expressed
as a sum of products of the u(1r) with coefficients given by integer
polynomials. The existence of Hall polynomials follows quickly.
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In an appendix to [39] Zelevinsky shows how this approach can be
taken further to give the full statement. Using Hall’s Theorem below,
which only requires the existence of Hall polynomials, one sees that

Pλ(t)Pµ(t) =
∑
ξ

tn(ξ)−n(λ)−n(µ)F ξλµ(t−1)Pξ(t).

Since the coefficients must lie in Z[t], we deduce that F ξλµ has de-

gree at most n(ξ)−n(λ)−n(µ). Moreover, since the Hall-Littlewood
polynomials specialise at t = 0 to the Schur functions, we see imme-

diately that the coefficient of tn(ξ)−n(λ)−n(µ) in F ξλµ(t) is precisely the

Littlewood-Richardson coefficient cξλµ.

A completely different proof of polynomiality is offered in [22], using
the Hopf algebra structure9 in an intrinsic way. This approach allows
one to quickly reduce to the case when Mξ is indecomposable, in
which case the Hall number is either 1 or 0. One can then complete
the result in the same manner as Zelevinsky above.

4.3. Hall’s Theorem. We can use these polynomials to define the
generic Ringel-Hall algebraH1 over the ring Q(v) of rational functions.
This has basis uλ and

multiplication uλuµ =
∑
ξ

F ξλµ(v2)uξ,

comultiplication ∆(uξ) =
∑
λ,µ

F ξλµ(v2)
aλ(v2)aµ(v2)

aξ(v2)
uλ ⊗ uµ,

and Hopf pairing 〈uλ, uµ〉 =
δλµ

v4n(λ)bλ(v−2)
.

Theorem 8 (Steinitz, Hall, Macdonald). There is a monomorphism
of self-dual graded Hopf algebras

Φ1 : Λ[t]→ H1, t 7→ v−2, tn(λ)Pλ(t) 7→ uλ.

Note that this induces an isomorphism with Λ[t]⊗Q(t1/2).

9 More precisely, it uses Green’s Formula [17], which is the formula needed to
prove that the Ringel-Hall algebra is a twisted bialgebra.
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The images of some of our special symmetric functions are given
by

er 7→ vr(r−1)u(1r), cr(t) 7→ (1− v−2)u(r), hr 7→
∑
|λ|=r

uλ,

pr 7→
∑
|λ|=r

(1− v2) · · · (1− v2`(λ)−2)uλ.

We observe that M(1r) is a semisimple, or elementary, module, and
that M(r) is an indecomposable, or cyclic, module, so the terminology
in these cases corresponds well.

4.4. Proving Hall’s Theorem. We now describe one approach to
proving Theorem 8. This is based upon ensuring that our map Φ1 is a
monomorphism of self-dual Hopf algebras, rather than just an algebra
map, and first finds candidates for the images of the cyclic functions
cr(t), rather than the elementary symmetric functions er. This latter
is the more common approach (see for example Macdonald [39] or
Schiffmann [61]), but requires the more difficult formula from Example
(4). By starting with the cyclic functions, the formulae needed are
much easier. We shall simplify notation by writing q := v2.

Consider the elements u(r), corresponding to the indecomposable
modules M(r). Observe that each submodule and factor module of
an indecomposable module is again indecomposable, and that a(r) =

T r(1− T−1). Therefore we can use Example (1) to deduce that

∆(u(r)) = u(r) ⊗ 1 + 1⊗ u(r) +

r−1∑
a=1

(1− q−1)u(a) ⊗ u(r−a).

We set

X(T ) = 1 +
∑
r≥1

xrT
r := 1 + (1− q−1)

∑
r≥1

u(r)T
r,

so that

∆(X(T )) = X(T )⊗X(T ).

We next observe that the xr are algebraically independent and ge-
nerate the Hall algebra. Setting xλ :=

∏
i xλi , we need to check that

the xλ form a basis for H1.
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Proposition 9.

xλ = qn(λ)bλ(q−1)uλ +
∑
µ>λ

γλµuµ for some γλµ.

Proof. Consider first the case λ = (rm). We prove by induction on m
that

x(rm) = (1− q−1)mum(r) = qr(
m
2 )φm(q−1)u(rm) +

∑
µ>(rm)

γ(rm)µuµ.

Multipying by xr we get

x(rm+1) = (1−q−1)qr(
m
2 )φm(q−1)u(r)u(rm)+(1−q−1)

∑
µ>(rm)

γ(rm)µu(r)uµ.

Every summand uξ satisfies ξ ≥ (r) ∪ (rm) by Example (5), so we
just need to consider the coefficient of u(rm+1). This necessarily comes
from the split exact sequence, so we can use Riedtmann’s Formula
together with

Ext1(M(r),M(rm))M(rm+1)
= 0

to get

F
(rm+1)
(r)(rm) =

a(rm+1)

qd((r),(rm))a(r)a(rm)

=
qr(m+1)2φm+1(q−1)

qrm · qr(1− q−1) · qrmφm(q−1)

= qrm
1− q−m−1

1− q−1
.

Hence the coefficient of u(rm+1) is qr(
m+1

2 )φm+1(q−1) as claimed.

In general we can write λ = (rm) ∪ λ̄ with λ̄i < r for all r, so
xλ = x(rm)xλ̄. By induction we have the result for xλ̄, and by Example

(5) we know that any summand uµ must satisfy µ ≥ (rm) ∪ λ̄ = λ.
So, we just need to consider the coefficient of uλ, which again must
come from the split exact sequence. Applying Riedtmann’s Formula
as before we deduce that

F λ(rm)λ̄ = qd((rm),λ̄) = qm|λ̄|,

since λ̄i < r for all i.

Now, n(λ) = n(λ̄) + m|λ̄| + r
(
m
2

)
and bλ(q−1) = bλ̄(q−1)φm(q−1),

so the result follows. �
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We immediately see that the xλ form a basis of the Ringel-Hall
algebra. For, the uλ are by definition a basis for the Ringel-Hall
algebra, and the proposition proves that the transition matrix from
the uλ to the xλ for the partitions |λ| = r is (with respect to a suitable
ordering) upper triangular with non-zero diagonal entries.

Finally,

〈u(r), u(r)〉 = (1− q−1)−1, so 〈xr, xr〉 = 1− q−1.

It follows that we can define a monomorphism of self-dual graded Hopf
algebras

Φ1 : Λ[t]→ H1, t 7→ q−1, cr(t) 7→ xr = (1− q−1)u(r).

We now compute the images of the other symmetric functions. For
the complete symmetric functions, we use the formula

r∑
a=1

tr−ahr−aca(t) = (1− tr)hr.

Proposition 10. We have

r∑
a=1

qa−r(1− q−1)
∑
|λ|=r−a

uλu(a) = (1− q−r)
∑
|ξ|=r

uξ.

Thus

Φ1(hr) =
∑
|ξ|=r

uξ.

Proof. The coefficient of uξ on the left hand side is given by

q−r
r∑

a=1

∑
λ

qa(1− q−1)F ξλ(a).

Now, for fixed a and ξ, we have seen that∑
λ

F ξλ(a) = |{U ≤Mξ : U ∼= M(a)}| =
|Inj(M(a),Mξ)|
|Aut(M(a))|

.

If we write

da := d((a), ξ) = dim Hom(M(a),Mξ),
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then this becomes

qa(1− q−1)
∑
λ

F ξλ(a) = qda − qda−1 .

Thus the coefficient of uξ on the left hand side is

q−r
r∑

a=1

(
qda − qda−1

)
= q−r

(
qdr − qd0

)
= q−r(qr − 1) = 1− q−r.

Here we have used that d0 = 0, and that dr = r since the module Mξ

has Loewy length at most r. �

We next consider the elementary symmetric functions, using the
formula

r∑
a=1

(−1)aer−aca(t) = (tr − 1)er.

Proposition 11. We have

(1− q−1)

r∑
a=1

(−1)aq(
r−a
2 )u(1r−a)u(a) = (q−r − 1)q(

r
2)u(1r).

Thus

Φ1(er) = q(
r
2)u(1r).

Proof. Using Example (2) when a ≥ 2 and Example (3) when a = 1,
we can expand the left hand side to get

(1− q−1)
r∑

a=1

(−1)aq(
r−a
2 )u(1r−a)u(a)

= −q(
r−1
2 )−1(qr − 1)u(1r) − q(

r−1
2 )(1− q−1)u(1r−22)

+ (1− q−1)
r∑

a=2

(−1)aq(
r−a
2 )(u(1r−a−1a+1) + qr−au(1r−aa)

)
= −q(

r−1
2 )+r−1(1− q−r)u(1r)

+ (1− q−1)

r∑
a=2

(−1)a
(
q(
r−a
2 )+r−a − q(

r−a+1
2 ))u(1r−aa).
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Since
(
r−a

2

)
+ r − a =

(
r−a+1

2

)
, this equals −q(

r
2)(1 − q−r)u(1r) as

required. �

For the power sum functions we use the formula
r−1∑
a=0

(1− tr−a)pr−aca(t) = rcr(t).

For convenience we set

yr :=
∑
|λ|=r

(1− q) · · · (1− q`(λ)−1)uλ.

Proposition 12. We have
r−1∑
a=1

(1− qa−r)yr−axa = rxr + (q−r − 1)yr.

Thus
Φ1(pr) = yr =

∑
|λ|=r

(1− q) · · · (1− q`(λ)−1)uλ.

Proof. Substituting in for y and x and multiplying by qr, we have on
the left hand side
r−1∑
a=1

∑
|λ|=r−a

∑
|ξ|=r

(qr−a − 1) · (1− q) · · · (1− q`(λ)−1) · qa(1− q−1)F ξλ(a)uξ.

We next observe that if F ξλ(a) 6= 0, then 0 ≤ `(ξ)−`(λ) ≤ 1. Hence for

ξ 6= (r) we can divide the coefficient of uξ by (1 − q) · · · (1 − q`(ξ)−2)
to leave

γξ :=
r−1∑
a=1

(qr−a−1)·qa(1−q−1)
(

(1−q`(ξ)−1)
∑

`(λ)=`(ξ)

F ξλ(a)+
∑

`(λ)<`(ξ)

F ξλ(a)

)
.

We recall that for fixed a and ξ, and setting da := dim Hom(M(a),Mξ),
we have

qa(1− q−1)
∑
λ

F ξλ(a) = |Inj(M(a),Mξ)| = qda − qda−1 .

Furthermore, given a short exact sequence

0→M(a) →Mξ →Mλ → 0,
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we have that `(λ) = `(ξ) if and only if the image of M(a) is contained
in the radical of Mξ. Since

|Inj(M(a), rad(Mξ))| = q−`(ξ)|Inj(M(a+1),Mξ)| = q−`(ξ)(qda+1 − qda),

we can substitute in to γξ to get

γξ =
r−1∑
a=1

(qr−a−1)
(

(qda−qda−1)−q−1(qda+1−qda)
)

= (1−qr)(1−q`(ξ)−1),

using that d0 = 0, d1 = `(ξ) and dr = r. This shows that the
coefficients of uξ on the left and right hand sides agree for all ξ 6= (r).

Now consider ξ = (r). Then F
(r)
λ(a) = δλ(r−a), so the coefficient of

u(r) on the left hand side equals

(1− q−1)

r−1∑
a=1

(1− qa−r) = r(1− q−1) + (q−r − 1)

finishing the proof. �

Finally, we wish to show that

Proposition 13.

Φ1(Pλ(t)) = qn(λ)uλ.

Proof. We begin by noting that

Φ1(eλ′) =
∏
i

Φ1(eλ′i) = q
∑
i (
λ′i
2 )
∏
i

u
(1λ
′
i )

= qn(λ)
(
uλ +

∑
µ<λ

fµλuµ

)
,

as mentioned in the discussion in Section 4.2. Inverting this gives

qn(λ)uλ = Φ1(eλ′) +
∑
µ<λ

β̃λµΦ1(eµ′),

and since
〈qn(λ)uλ, q

n(µ)uµ〉 = δλµbλ(q−1)−1,

the result follows from our characterisation of the Hall-Littlewood
symmetric functions. �

As promised, we can now deduce the formulae
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Corollary 14.

er = P(1r)(t), cr(t) = (1− t)P(r)(t), hr =
∑
|λ|=r

tn(λ)Pλ(t),

pr =
∑
|λ|=r

(1− t−1)(1− t−2) · · · (1− t1−`(λ))tn(λ)Pλ(t).

4.5. Integral Bases. As for the ring of symmetric functions, we can
also consider an integral version of the Ringel-Hall algebra. Since all
the Hall polynomials have integer coefficients, we can consider the
subring Z[q,q−1]H1 with Z[q, q−1]-basis the uλ. Using Hall’s Theorem,
we deduce that Φ1 restricts to an monomorphism

Φ1 : ZΛ[t]→ Z[q,q−1]H1, t 7→ q−1, Pλ(t) 7→ qn(λ)uλ,

and this induces an isomorphism with the ring ZΛ[t, t−1].

It follows that Z[q,q−1]H1 is generated either by the images of the
elementary symmetric functions or by the complete symmetric func-
tions

Φ1(er) = q(
r
2)u(1r), Φ1(hr) =

∑
|λ|=r|

uλ.

A very important basis is the canonical basis. This was introduced
by Lusztig in [32], and to define it we first need to introduce the
bar involution. In Lusztig’s geometric construction of the Ringel-Hall
algebra he showed that it is natural to consider a weighted basis

ũM := vdim End(M)−dimMuλ.

This basis is said to be of PBW-type since it ‘lifts’ the Poincaré-
Birkhoff-Witt (PBW) basis for the universal enveloping algebra of
the associated semisimple Lie algebra in the Dynkin case.

The bar involution is then defined via

v = v−1 and ũS = ũS for all semisimple modules S.

This defines a ring isomorphism and moreover

ũM = ũM +
∑

M≤dN
αMN ũN ,

where ≤d is the degeneration order on modules (see for example [3]).

Let A be the matrix describing the transition from the ũM to the ũM
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for modules of a fixed dimension. Then A is upper-triangular with
ones on the diagonal, and since the bar involution has order two, we
must have AA = Id.

It follows that there is a unique upper-triangular matrix B with
ones on the diagonal and entries βMN (q−1) above the diagonal satis-
fying βMN (t) ∈ tZ[t] and B = BA. If we set

bM := ũM +
∑

M<dN

βMN (q−1)ũN ,

then the bM are bar invariant, bM = bM . This is called the canonical
basis, and is uniquely characterised by the two properties

(a) bM = ũM +
∑

M<dN
βMN (q−1)ũN with βMN (t) ∈ tZ[t]

(b) bM = bM .

For the cyclic quiver C1 we have dim End(Mλ) − dimMλ = 2n(λ)

and the basis of PBW-type is given by ũλ = qn(λ)uλ = Φ1(Pλ(t)),
so by the images of the Hall-Littlewood functions. Moreover, the
degeneration order coincides with the opposite of the dominance order
of partitions, and as in the proof of Proposition 13 we have

Φ1(eλ′) = ũλ+
∑
µ<λ

qn(λ)−n(µ)fµλ ũµ and ũλ = Φ1(eλ′)+
∑
µ<λ

β̃λµΦ1(eµ′).

Since the bar involution fixes the semisimples ũ(1r) = q(
r
2)u(1r) =

Φ1(er) we have

ũλ = ũλ +
∑
µ<λ

γλµũµ

as required.

We can therefore construct the canonical basis bλ. This was done
in [31] (see also [59]).

Theorem 15. The canonical basis is given by the images of the Schur
functions

bλ = Φ1(sλ).

Proof. Set bλ := Φ1(sλ). We need to check that the bλ satisfy the two
properties given above.
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Since

sλ = Pλ(t) +
∑
µ<λ

Kλµ(t)Pµ(t), Kλµ(t) ∈ tZ[t],

we see that

bλ = ũλ +
∑
µ<λ

Kλµ(q−1)ũµ, Kλµ(t) ∈ tZ[t].

Also, since the Φ1(eλ) are bar invariant and

sλ = eλ′ +
∑
µ<λ

βλµeµ′ , βλµ ∈ Z,

we see that the bλ are also bar invariant. �

Using the bilinear form we may also define the dual canonical basis
b∗λ. It immediately follows that

b∗λ = Φ1(Sλ(t)).
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For reference we compute the first few canonical basis elements,
using our earlier description of the Schur functions.

b(1) = u(1) = ũ(1)

b(12) = qu(12) = ũ(12)

b(2) = u(2) + u(12) = ũ(2) + q−1ũ(12)

b(13) = q3u(13) = ũ(13)

b(12) = qu(12) + q(q + 1)u(13) = ũ(12) + q−1(1 + q−1)ũ(13)

b(3) = u(3) + u(12) + u(13) = ũ(3) + q−1ũ(12) + q−3ũ(13)

b(14) = q6u(14) = ũ(14)

b(122) = q3u(122) + q3(q2 + q + 1)u(14)

= ũ(122) + q−1(1 + q−1 + q−2)ũ(14)

b(22) = q2u(22) + u(122) + (q4 + q2)u(14)

= ũ(22) + q−3ũ(122) + q−2(1 + q−2)ũ(14)

b(13) = qu(13) + qu(22) + q(q + 1)u(122) + (q3 + q2 + q)u(14)

= ũ(13) + q−1ũ(22) + q−1(1 + q−1)ũ(122) + q−3(1 + q−1 + q−2)ũ(14)

b(4) = u(4) + u(13) + u(22) + u(122) + u(14)

= ũ(4) + q−1ũ(13) + q−2ũ(22) + q−3ũ(122) + q−6ũ(14)

5. Cyclic Quivers, II

We now generalise our discussion to larger cyclic quivers. In this
case, there is a natural monomorphism from the ring of symmetric
functions to the centre of the Ringel-Hall algebra, Theorem 17.

Let Cn be the cyclic quiver with vertices 1, 2, . . . , n and arrows
ai : i→ i− 1 (taken modulo n).

Cn : 4

3 2

1

n
a1

a2

a3

a4
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Define Cn(k) to be the category of k-representations of Cn, i.e. the
category of functors from Cn to finite dimensional k-vector spaces.
Thus a representation M is given by finite dimensional vector spaces
M(i) for each vertex 1 ≤ i ≤ n and linear maps M(ai) : M(i) →
M(i− 1) for each arrow ai.

We can also view this as the category of finite dimensional modules
over an hereditary order. Let P = k[Tn] and set

An :=


P TP T 2P · · · Tn−1P

Tn−1P P TP · · · Tn−2P
Tn−2P Tn−1P P · · · Tn−3P
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
TP T 2P T 3P · · · P

 ⊂Mn(P ).

Thus, for i ≤ j, we have the P -module T j−ik[Tn] in position (i, j),
whereas for i > j we have Tn+j−ik[Tn]. The identification with Cn(k)
is given as follows. Let Eij ∈Mn(P ) be the standard basis. If M is an
An-module, then M(i) := EiiM and M(ai) is induced by the action
of TEi−1i. (See for example [16].)

As before, define C0
n(k) to be the full subcategory of nilpotent ob-

jects. These are functors M such that the linear map

M(a1a2 · · · an) := M(a1)M(a2) · · ·M(an) ∈ End(M(n))

acts nilpotently. Equivalently, these are those Rn-modules for which
Tn acts nilpotently.

The category C0
n(k) has simple objects Mi for 1 ≤ i ≤ n where

Mi(j) = kδij and Mi(aj) = 0. Moreover, this category is again a
uniserial length category. We can index the isomorphism classes of
indecomposable modules by pairs (i; l) for 1 ≤ i ≤ n and l ≥ 1,
where the indecomposable M(i;l) has simple socle Mi and length (or
dimension) l. We therefore identify i with (i; 1).

Given a partition λ we set M(i;λ) :=
⊕

jM(i;λj). More generally,

given a multi-partition λ = (λ1, . . . , λn) we set Mλ :=
⊕

iM(i;λi).
This yields a bijection between the set of isomorphism classes and
the set of multi-partitions. In particular, this set is combinatorial, so
independent of the field k.

The category C0
n(k) again satisfies our conditions, hence for each

finite field k we can define the Ringel-Hall algebra Hn(k) := H(C0
n(k)).
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We note that K0
∼= Zn via Mi 7→ ei. Also, the radical of (−,−) is

generated by δ :=
∑

i ei. Thus K0 = Zn/(δ) ∼= Zn−1.

5.1. Hall Polynomials. We have the following generalisation of Theo-
rem 7, due to Guo [18].

Theorem 16 (Guo). There exist

(1) integers d(λ,µ) such that, over any field k, d(λ,µ) :=
dim Hom(Mλ,Mµ). In fact,

dim Hom(M(i;l),M(j;m)) = |{max{0, l−m} ≤ r < l : r ≡ j−i mod n}|.
(2) monic integer polynomials aλ such that, over any finite field

k,
aλ(|k|) = aMλ

= |Aut(Mλ)|.
(3) integer polynomials F ξ

λµ such that, over any finite field k,

F ξ
λµ(|k|) = F

Mξ

MλMµ
.

Moreover,

2 degF ξ
λµ ≤ hξξ − hλλ − hµµ.

Guo’s proof follows the approach outlined before by first showing

that there exist polynomials F ξ
λµ whenever Mλ is semisimple. Then,

since the semisimple modules generate the Ringel-Hall algebra, we can
complete the proof of existence of Hall polynomials in the same way.

Alternatively, the method given in [22] works for all cyclic quivers,
so we can again easily reduce to the case when Mξ is indecomposable,
where the result is trivial. Moreover, this method also allows one to
obtain the upper bound for the degree of the Hall polynomials.

5.2. Generalising Hall’s Theorem. As before, we can define the
generic Ringel-Hall algebra Hn over Q(v). This has basis uλKα with

α ∈ Zn/(δ), and we use the polynomials F ξ
λµ(v2) instead of the inte-

gers F
Mξ

MλMµ
.

The analogue of Theorem 8 says that there is a natural map from
Λ[t] to the centre Zn of Hn, and that Hn is the tensor product of Zn
with the composition algebra Cn. This is the subalgebra of Hn gene-
rated by elements of the form uλKα such that dim Ext1(Mλ,Mλ) = 0,
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or equivalently 〈Mλ,Mλ〉 = hλλ. If n > 1, then Cn is generated by
uiKα for 1 ≤ i ≤ n. If n = 1, then C1 = Q(v).

Theorem 17 (Schiffmann [57], Hubery [20]). We have

(1) Hn
∼= Zn ⊗ Cn as self-dual graded Hopf algebras.

(2) Zn = Q(v)[x1, x2, . . .], where

xr := (−v−2)rn
∑

λ:[Mλ]=rδ
soc(Mλ) square-free

(−1)hλλaλ(v2)uλ.

(3) there is a natural monomorphism of self-dual graded Hopf al-
gebras

Φn : Λ[t]→ Zn, t 7→ v−2n, cr 7→ xr.

Again, Φn induces an isomorphism with Λ[t]⊗Q(t1/2n). Note also
that soc(Mλ) is square-free if and only if λ = (m1, . . . ,mn) for some
integers mi.

We remark that for n = 1

H1 = Z1 and xr = (1− v−2)u(r) = Φ1(cr),

so we recover Theorem 8 as a special case.

Also, we should note that the definition of the xr given here differs
by ±1 to that originally given in [20]. More precisely, the original
definition had a factor of (−1)r at the front, which was chosen to
ensure that the indecomposable u(r,0,...,0) always had a positive coef-
ficient. We now have the sign (−1)rn, which means that the minimal
elements u(n,...,n) always have a positive coefficient. Our reasons for
doing this will become clear in Conjecture 19.

We describe the first few such elements. Write xn,r for xr ∈ Hn

and for convenience (and to save space) set α := v−2, β := 1 − v−2
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and abbreviate u(m,n,p) by u(mnp).

x1,1 = βu(1)

x1,2 = βu(2)

x2,1 = −αβ
(
u(20) + u(02)

)
+ β2u(11)

x2,2 = α2β
(
u(40) + u(04)

)
− αβ2

(
u(31) + u(13)

)
+ β2u(11)

x3,1 = α2β
(
u(300) + u(030) + u(003)

)
− αβ2

(
u(120) + u(012) + u(201)

)
+ β3u(111)

x3,2 = α4β
(
u(600) + u(060) + u(006)

)
− α3β2

(
u(150) + u(015) + u(501)

)
− α3β2

(
u(420) + u(042) + u(204)

)
+ α2β3

(
u(411) + u(141) + u(114)

)
+ α2β2

(
u(330) + u(033) + u(303)

)
− αβ3

(
u(123) + u(312) + u(231)

)
+ β3u(222)

It would be interesting to have expressions for the images of some
of the other symmetric functions, for example pr, er and hr.

5.3. Outline of the Proof. We will follow an approach by Sevenhant
and Van den Bergh [64], thus placing this result in a much broader
context — that of all extended Dynkin quivers.

For n ≥ 2 set H := Hn and recall that this is graded by K0 = Zn.
We define a partial order on K0 whereby α ≥ β if and only if αi ≥ βi
for all i; here α =

∑
i αiei as usual. We can therefore write

H =
⊕
α≥0

Hα

as a sum of its homogeneous parts. Note that

H0 = Q(v) and Hei = Q(v)ui.

We next define

H ′α :=
( ∑
β+γ=α
β,γ>0

HβHγ

)⊥
⊂ Hα.

This definition is sensible since we can treat the symmetric bilinear
form on H like a positive definite form. For, the bilinear form on each
H(k) with k a finite field is positive definite, as the uλ are pairwise
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orthogonal and each 〈uλ, uλ〉 is positive. Now, given any homogeneous

x ∈ H, take a finite field k such that vk = |k|1/2 is neither a zero or
pole of the coefficients of x. Then we can specialise x at vk to give a
non-zero element x̃ of H(k), whence 〈x̃, x̃〉 > 0.

We can therefore choose an orthogonal basis for each non-zero H ′α,
and if {θj}j∈J is the union of these, then H is generated as an algebra
by the θj .

Set αj := [θj ] ∈ K0. Then each θj is primitive:

∆(θj) = θj ⊗ 1 +Kαj ⊗ θj .

For, we can extend the {θj} to an orthogonal homogeneous basis {fj}
for H. Then

∆(θj) = θj ⊗ 1 +Kαj ⊗ θj +
∑

[fa]+[fb]=αj
[fa],[fb]>0

γabfaK[fb] ⊗ fb.

Now, since [fa], [fb] < αj , we have

0 = 〈θj , fafb〉 = 〈∆(θj), fa ⊗ fb〉 = γab.

We next show that (αi, αj) ≤ 0 for i 6= j. For, we have

∆(θiθj) = θiθj ⊗ 1 + θiKαj ⊗ θj + v(αi,αj)θjKαi ⊗ θi +Kαi+αj ⊗ θiθj .
From this it follows that

〈θiθj − θjθi, θiθj − θjθj〉 = 2(1− v(αi,αj))〈θi, θi〉〈θj , θj〉.
Specialising to an appropriate H(k) for k a finite field, the left hand
side will be non-negative, and since vk > 1 we must have (αi, αj) ≤ 0
whenever i 6= j.

Now, we have already observed that Hei = Q(v)ui. Hence we may
assume that each ui is in our set {θj}. For any other θj we have
(αj , ei) = 0 for all i, whence αj ∈ rad(−,−) = Zδ. In this case we see
from the calculation above that

〈θiθj − θiθj , θiθj − θjθi〉 = 0 for all θi,

whence
θiθj − θjθi = 0

and so each θj which is not of the form ui is central in the Ringel-Hall
algebra.
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We define

C := Q(v)[{ui}] and Z := Q(v)[{θj} \ {ui}].
Then C is the composition subalgebra and Z is a central subalgebra.
Both of these are graded Hopf subalgebras, since the θj are all ho-
mogeneous and primitive. They are also both self-dual, using that
〈x, x〉 = 0 implies x = 0. Furthermore, Z is generated in degrees rδ
for r ∈ N.

Next we prove that there is a natural isomorphism

H ∼= Z ⊗ C.
For, H is generated by the θj and Z is central, so the multiplication

map Z ⊗ C → H is surjective. To see that this map is injective, we
first note that if x, x′ ∈ Z and y, y′ ∈ C are homogeneous, then

〈xy, x′y′〉 = 〈x, x′〉〈y, y′〉.
This follows since 〈−,−〉 is a Hopf pairing, and 〈Z, y〉 = 0 for all
homogeneous y ∈ C with 0 6= [y] in K0.

Now extend {θj} \ {ui} to an orthogonal basis fj of Z. If we have∑
j

fjyj = 0 with yj ∈ C,

then
0 = 〈

∑
j

fjyj , fiyi〉 = 〈fi, fi〉〈yi, yi〉,

whence yi = 0. Thus H ∼= Z ⊗ C as claimed. In particular we have
the vector space decomposition

H = Z ⊕
(∑

i

uiH
)
.

We can now deduce Schiffmann’s characterisation

Z =
⋂
i

Ker(e′i),

where e′i are given by10

〈e′i(x), y〉 := 〈x, uiy〉.
10 These operators are used by Kashiwara to define the crystal operators ẽi, f̃i

on the quantum group [29].
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Since the bilinear form is non-degenerate, this determines the operator
e′i uniquely. Also, using that the form is a Hopf pairing, we have for
homogeneous x and y that

∆(x) = e′i(x)Ki ⊗ ui + other terms,

where the other terms are linear combinations of the form uλ⊗uµ for
µ 6= i, and

e′i(xy) = e′i(x)y + v(ui,x)xe′i(y).

It follows that
⋂
i Ker(e′i) is a subalgebra of H.

Clearly each θj 6= ui lies in Ker(e′i) since it is orthogonal to uiH.

Thus Z ⊂
⋂
i Ker(e′i). On the other hand, if x ∈

⋂
i Ker(e′i), then we

can write x = x̄+ y with y ∈
∑

i uiH and x̄ ∈ Z. Hence y = x− x̄ ∈⋂
i Ker(e′i), so 〈y, y〉 = 0, whence y = 0.

So far we have shown that H ∼= Z ⊗ C with Z a central Hopf
subalgebra generated in degrees rδ and C the composition subalgebra,
which is also a Hopf subalgebra. Moreover, Z =

⋂
i Ker(e′i).

We now use the explicit description of the xr to show that

〈e′i(xr), uλ〉 = 〈xr, uiuλ〉 = 0

for all uλ. Thus xr ∈
⋂
i Ker(e′i) = Z, and in particular, they are all

central.

Analogously to Proposition 9 we compute that the minimal term in
the product xµ :=

∏
i xµi is precisely uµ, where µ = (µ, . . . , µ). Using

this we can prove that the xr are algebraically independent, that they
generate the whole of the centre of H, and that

∆(xr) =
∑
a+b=r

xa ⊗ xb.

Finally, we calculate that

〈xr, xr〉 = 1− v2n for r ≥ 1.

Thus
Z = Q(v)[x1, x2, . . .] = Z

is the centre of H, and there is a monomorphism of self-dual Hopf
algebras

Φn : Λ[t]→ Zn, t 7→ v−2n, cr 7→ xr.

This completes the proof.
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5.4. Integral Bases. Integral bases for the composition algebra Cn
have been given in [54] in terms of condensed words, with a more
thorough treatment given in [10] in terms of the more general distin-
guished words.

We would also like to study the canonical basis for the Ringel-Hall
algebra Hn. We again set

ũλ := vhλλ−|λ|uλ, where |λ| =
∑
i

|λi|,

which will be our basis of PBW-type.

Now, as mentioned in Section 5.1, the semisimple modules generate
the Ringel-Hall algebra so we can again define the bar involution by
specifying that it swaps v and v−1 and fixes each ũλ whenever Mλ

is semisimple, which is if and only if each λ =
(
(1m1), . . . , (1mn)

)
for

some integers mi. In this case, however, it is non-trivial to deduce
that this does indeed define a ring isomorphism. For, the semisimples
ũλ are no longer algebraically independent. This was, however, shown
in [68].

It is not hard to show that the transition matrix from any basis
consisting of products of semisimples to the basis of PBW-type is
upper-triangular with ones on the diagonal. It follows that

ũλ = ũλ +
∑
µ<λ

γλµũµ,

where µ < λ if and only if Mλ <d Mµ, analogous to the case for
n = 1.

We can therefore define the canonical basis bλ as before. A detailed
study of this was done in [11]. Also, it was shown in [57] that the
centre Zn also has a nice description in terms of the dual canonical
basis. This is the basis b∗λ dual to the canonical basis with respect to
the bilinear form 〈−,−〉. We call a multipartition λ = (λ1, . . . , λn)
aperiodic provided that for each r some mr(λ

i) = 0; that is, some λi

contains no part of size r. At the other extreme, we call λ completely
periodic provided that λ1 = · · · = λn.

Theorem 18 (Schiffmann).

Zn =
⊕
λ

Q(v)b∗(λ,...,λ),
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where the sum is taken over all partitions, so the (λ, . . . , λ) are com-
pletely periodic multipartitions.

In his survey article [59], Schiffmann poses a question about the
canonical basis and dual canonical basis elements corresponding to
completely periodic functions. If we recall the vector space decompo-
sition

Hn = Zn ⊕
(∑

i

uiH
)

and let π : Hn → Zn be the orthogonal projection onto the centre,
then we know that for each partition λ, both b∗(λ,...,λ) and π(b(λ,...,λ))

lie in Zn.

We formulate the following conjecture, making Schiffmann’s ques-
tion more precise.

Conjecture 19. For each n ≥ 1 we have

b∗(λ,...,λ) = Φn(Sλ(t)) and π(b(λ,...,λ)) = Φn(sλ).

In particular,
xr = b∗(r,...,r).

We know that S(r)(t) = cr(t), so that Φn(S(r)(t)) = xr. This has
minimal term corresponding to the completely periodic multipartition
(r, . . . , r), and

a(r,...,r) = qrn(1− q−1)n and h(r,...,r)(r,...,r) = |(r, . . . , r)| = rn,

so that
xr = (1− q−1)nu(r,...,r) + higher terms,

where the higher terms correspond to multipartitions λ > (r, . . . , r).
On the other hand, we know that

b(r,...,r) = u(r,...,r) + lower terms,

where the lower terms correspond to multipartitions λ < (r, . . . , r).
It follows that

〈xr, bλ〉 = δλ(r,...,r) whenever λ ≤ (r, . . . , r).

This offers some (minimal) support for the conjecture. One can ho-
wever compute the first few canonical basis elements for n = 2 and
see that the conjecture does hold there. For example

b(2,0) = v−1u(2,0)+v
−1u(1,1), b(0,2) = v−1u(2,0)+v

−1u(1,1), b(1,1) = u(1,1).
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Therefore, since

x1 = −q−1(1− q−1)
(
u(20) + u(02)

)
+ (1− q−1)2u(11),

we see that
b∗(1,1) = x1 = Φ2(S(1)(t)).

We finish by mentioning that the crystal graph of the canonical ba-
sis for Hn was determined in [30]. This describes how the operators ẽi
(or equivalently e′i) act on the canonical basis. The authors prove that
the crystal graph decomposes into infinitely many components, label-
led by the periodic multipartitions. Moreover, the aperiodic parti-
tions form one connected component, isomorphic to the crystal graph
of type Ãn−1, as was shown in [35].
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[67] B. Toën, ‘Derived Hall algebras’ Duke Math. J. 135 (2006) 587–615.
[68] M. Varagnolo and E. Vasserot, ‘On the decomposition matrices of the

quantized Schur algebra’ Duke Math. J. 100 (1999) 267–297.
[69] J. Xiao, ‘Drinfeld double and Ringel-Green theory of Hall algebras’ J.

Algebra 190 (1997) 100-144.
[70] J. Xiao and F. Xu, ‘Hall algebras associated to triangulated categories’

Duke Math. J. 143 (2008) 357–373.
[71] H. Yamabe, ‘A condition for an abelian group to be a free abelian group

with a finite basis’ Proc. Japan Acad. 27 (1951) 205–207.

São Paulo J.Math.Sci. 4, 3 (2010), 351–398

math.RT/0508553
math.RT/0508553
math.RT/0611617
arXiv:0802.4001

	1. Introduction
	2. Symmetric Functions
	2.1. Partitions
	2.2. The ring of symmetric functions
	2.3. A remark on the Hopf algebra structure
	2.4. Symmetric Functions
	2.5. Special Functions
	2.6. An Important Generalisation
	2.7. Dual Schur Functions
	2.8. Integral Bases

	3. Ringel-Hall Algebras
	3.1. Hall numbers
	3.2. The Ringel-Hall Algebra

	4. Cyclic Quivers, I
	4.1. Examples of Hall numbers
	4.2. Hall Polynomials
	4.3. Hall's Theorem
	4.4. Proving Hall's Theorem
	4.5. Integral Bases

	5. Cyclic Quivers, II
	5.1. Hall Polynomials
	5.2. Generalising Hall's Theorem
	5.3. Outline of the Proof
	5.4. Integral Bases

	Reference

