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1. Introduction

Our aim in this article is to give a brief survey of some singular perturbation
problems arising from the van der Waals-Cahn-Hilliard gradient theory of
phase transitions (cf. [8, 34]) to study the equilibrium of a system of two
immiscible fluids (or two different phases of the same fluid) enclosed in a
fixed container.
Assuming that the container is represented by an open, bounded and Lip-
schitz domain Ω ⊂ RN , and that the free energy per unit volume of this
system, neglecting the contact energy between the fluid and the container
walls, is a prescribed non-convex, non-negative and continuous function
W = W (u), of the density distribution u : Ω → R, where W attains the
minimum value of zero at exactly two points α and β with α 6= β (dou-
ble well potential), the Gibbs criterion (cf. Gurtin [22]) states that stable
configurations of this system may be identified as minimizers of its total
energy ∫

Ω
W (u(x)) dx, (1.1)

among all density distributions u of prescribed total mass m

m =
1
|Ω|

∫
Ω

u(x) dx (1.2)

where
m = θα + (1− θ)β, 0 < θ < 1. (1.3)

With this formulation, this problem admits infinitely many solutions, namely
all piecewise constant measurable functions of the form u(x) = αχA(x) +
β(1−χA(x)) where A is any measurable subset of Ω with LN (A) = θLN (Ω)
due to the constraint (1.2). In particular, no restriction is imposed on the
shape of the boundary between the sets A and Ω\A. This lack of uniqueness
arises because interfaces, i.e, sets of discontinuity points of u, are allowed
to form without an increase of energy.
A way to curtail this problem consists on the addition of an interfacial
energy term directly to the expression of the total energy, and subsequent
search for solutions that arise as limiting cases within that theory (see, for
instance, Gurtin [21, 23]). This penalization of the formation of interfaces
leads to the selection of (physically preferred) solutions in which the fluids
arrange themselves so as to minimize the area of the interface separating
the two phases.
Alternatively, the van der Waals-Cahn-Hilliard theory is based on the study
of perturbed energy functionals of (1.1) by a gradient term, leading to an
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energy of the form

Eε(u) =
∫

Ω
fε(x, u(x),∇u(x)) dx (1.4)

where
fε(x, u,∇u) = W (u) + ε2|∇u|2, (1.5)

and the interfacial energy is modeled by the dependence on the density
gradient that penalizes the formation of interfaces (cf. Gurtin [22]).
The mathematical problem is then to study the asymptotic behaviour, as
ε → 0+, of the solutions uε of the minimization problems

min
{

Eε(u) :
1
|Ω|

∫
Ω

u(x) dx = m

}
(1.6)

and to show, as conjectured by Gurtin (cf. [22]), that (for a subsequence) uε

converges to a function which takes only the values α and β and for which
the interface between the sets {u = α} and {u = β} has minimal area.
Our objective is to give a brief account of this asymptotic problem and
others of the same type that have been addressed by means of the theory
of Γ-convergence.

The plan of this paper is as follows. In Section 2 we fix notation and give a
short overview of functions of bounded variation and Γ-convergence of func-
tionals. In Section 3 we will present some examples of rescaled functionals
of the type (1.4) which, through a Γ-limit process as the small parameter
ε → 0+, select a physically reasonable solution for the initial problem. In
Section 4 a similar discussion is presented for functionals involving second
order terms.

2. Notation and preliminaries

Throughout this text, unless otherwise specified, Ω ⊂ RN , N ≥ 2, will
denote an open bounded set with Lipschitz boundary and we will use the
following notations:

• |Ω| denotes the Lebesgue measure of Ω.
• Rd

+ := [0,+∞)d.

• LN and HN−1 stand, respectively, for the N -dimensional Lebesgue
measure and the (N − 1)-dimensional Hausdorff measure in RN .

• M(Ω) stands for the set of finite Radon measures on Ω.
• Q is the open unit cube in RN centered at the origin with faces

normal to the coordinates axes.
• B(x, r) denotes the open ball centered at x ∈ RN with radius r > 0.
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• SN−1 := {x ∈ RN : |x| = 1}.
• Given ν ∈ SN−1 the set Sν represents the strip

Sν :=
{

x ∈ RN : |x · ν| < 1
2

}
and Qν denotes an open unit cube centered at the origin with two
of its faces normal to ν, i.e., if {ν1, . . . , νN−1, ν} is an orthonormal
basis of RN then

Qν :=
{

x ∈ RN : |x · ν| < 1
2
, |x · νi| <

1
2
, i = 1, . . . , N − 1

}
. (2.1)

• Qν(x0, r) := x0 + rQν for x0 ∈ RN , r > 0 and ν ∈ SN−1. If
{e1, . . . , eN} is the canonical basis of RN then QeN (x0, r) = x0 +
rQ =: Q(x0, r).

• Cper(Q) represents the set of all continuous and Q-periodic func-
tions.

• Symd stands for the space of symmetric d× d matrices.
• T d×d×N is the space of tensors Λ = (Λ1, . . . ,ΛN ), Λi ∈ Symd,

i = 1, . . . , N .
• ⊗ and � represent, respectively, the usual tensor product and sym-

metric tensor product of two tensors.
• C denotes a generic positive constant whose value might change

from line to line.

We now introduce some definitions and standard facts from the theory of
BV -functions and we refer to Ambrosio, Fusco & Pallara [2] for an exhaus-
tive exposition of the subject.
A function u ∈ L1(Ω; Rd) is said to be of bounded variation, and we write
u ∈ BV (Ω; Rd) (or BV (Ω) for d = 1), if all its first order distributional
derivatives Djui belong to M(Ω) for i = 1, ..., N and j = 1, ..., d. The
matrix-valued measure whose entries are Djui is denoted by Du.

Clearly, we have that any u ∈ W 1,1(Ω; Rd) is a BV -function with Du ∈
L1(Ω; Rd) and the measures Dui

j are absolutely continuous with respect to
the Lebesgue measure.
The space BV (Ω; Rd) is a Banach space when endowed with the norm

‖u‖BV = ‖u‖L1 + |Du|(Ω),

where |Du| stands for the total variation measure of Du.
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Given u ∈ BV (Ω; Rd), let Ωu be the set of points x ∈ Ω where the approx-
imate limit of u exists, i.e. such that there exists z ∈ Rd with

lim
ε→0+

−
∫

B(x,ε)
|u(y)− z| dy = 0.

If x ∈ Ωu and z = u(x) we say that u is approximately continuous at x (or
that x is a Lebesgue point of u). The function u is approximately continuous
LN -a.e. x ∈ Ωu and

LN (Su) = 0
where we denote by Su the set of points where u is not approximately
continuous, ie., Su = Ω \ Ωu. We say that x ∈ Su is an approximate jump
point of u if there exists νu(x) ∈ SN−1 and u±(x) ∈ Rd such that

lim
r→0+

1
rd

(∫
B+(x,r)

∣∣u(y)− u+(x)
∣∣ dy +

∫
B−(x,r)

∣∣u(y)− u−(x)
∣∣ dy

)
= 0,

with B±(x, r) := {y ∈ B(x, r) : ±(y − x) · νu(x) > 0}. The triple
(νu(x), u+(x), u−(x)) is unique up to a change of sign of νu(x) and a permu-
tation of u+(x) and u−(x). The set of approximate jump points is denoted
by Ju.
By the Lebesgue-Radon-Nikodým Theorem, if u ∈ BV (Ω; Rd) then Du can
be split into the sum of two mutually singular measures Dau and Dsu (the
absolutely continuous part and singular part, respectively, of Du with re-
spect to the Lebesgue measure LN ). We denote by ∇u the Radon-Nikodým
derivative of Dau with respect to LN , so that we can write

Du = ∇uLNbΩ + Dsu.

We recall that an HN−1-measurable set E ⊂ RN is said to be a count-
ably HN−1-rectifiable set if it can be covered HN−1-almost everywhere by a
countable family of (N − 1)-dimensional surfaces of class C1.
It is well known that if Ω ⊂ RN is open and u ∈ BV (Ω; Rd), then Ju is a
countably HN−1-rectifiable set oriented by νu, HN−1(Su \ Ju) = |Du|(Su \
Ju) = 0 and Dsu can be decomposed as Dcu + Dju, where |Dcu|(E) = 0
for every Borel set E with HN−1(E) < +∞, and

Dju = (u+ − u−)⊗ νuHN−1 Ju.

Dcu and Dju are called the Cantor part and the jump part of the measure
Du, respectively.
We also recall that a LN -measurable subset E ⊂ RN is a set of finite
perimeter in Ω if the characteristic function χE of E is a function of bounded
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variation. In this case, the perimeter of E in Ω is given by the total variation
of χE in Ω, i.e., PerΩ(E) := |DχE |(Ω).
Let E be a LN -measurable subset of RN and Ω be the largest open set such
that E is locally of finite perimeter in Ω, i.e., such that χE ∈ BVloc(Ω). The
reduced boundary of E, ∂∗E, is the collection of all points x0 ∈ Ω such that

(i)
∣∣DχE

∣∣(B(x0, r)
)

> 0 for all r > 0, that is, x0 ∈ supp|DχE |;

(ii) the limit νE(x0) := lim
r→0+

DχE

(
B(x0, r)

)
|DχE |

(
B(x0, r)

) exists in RN ;

(iii) |νE(x0)| = 1.

The function νE : ∂∗E → SN−1 is called the generalized unit inner normal
to E.
It can be easily checked that ∂∗E is a Borel set and that νE is a Borel map.
By the Besicovitch Derivation Theorem the measure |DχE | is concentrated
on ∂∗E and DχE = νE |DχE |. In addition, by De Giorgi’s Rectifiability
Theorem, see [2, Theorem 3.59], |DχE | coincides with HN−1 ∂∗E, and for
every x ∈ ∂∗E the following properties hold

lim
r→0+

1
rN−1

HN−1
(
∂∗E ∩QνE(x)(x, r)

)
= 1 (2.2)

lim
r→0+

1
rN

LN
({

y ∈ B(x, r) \ E : (y − x) · νE(x) ≥ 0
})

= 0 (2.3)

lim
r→0+

1
rN

LN
({

y ∈ B(x, r) ∩ E : (y − x) · νE(x) ≤ 0
})

= 0 (2.4)

(see also Evans & Gariepy [13, § 5.7.2, Corollary 1]).
Given α, β ∈ Rd, α 6= β, we denote by BV

(
Ω; {α, β}

)
the set of all vector-

valued functions u of bounded variation in Ω such that u(x) ∈ {α, β} for
LN -a.e. x ∈ Ω. If u ∈ BV

(
Ω; {α, β}

)
, that is, u = βχE + αχΩ\E for some

LN -measurable set E of finite perimeter, then Su, the reduced boundary
∂∗E and the jump set Ju of u have the same HN−1-measure in Ω. By (2.3)
and (2.4), we also have νu(x) = νE(x), u+(x) = β and u−(x) = α, for
HN−1-a.e. x ∈ ∂∗E.

We end this section by briefly recalling De Giorgi’s notion of Γ-convergence.
Let X denote a metric space. A functional F : X → R is said to be the
Γ-limit of the family of functionals Fε with respect to the metric of X if,
for every u ∈ X, the following conditions hold:
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i) for every sequence εn → 0+ and for every sequence un → u in X we
have

F (u) ≤ lim inf
n→+∞

Fεn(un);

ii) for every sequence εn → 0+ there exists a sequence un → u in X
such that

lim sup
n→+∞

Fεn(un) ≤ F (u).

This sequence in ii) is called the recovery sequence for the Γ-limit.

The notion of Γ-convergence is especially important when dealing with min-
imization problems since if un is a sequence of minimum points of the func-
tionals Fεn , and un converges to u with respect to the metric of X, then u
is a minimum point of F and lim

n→+∞
Fεn(un) = F (u).

3. First order problems

Upon rescaling, the problem (1.6) introduced in Section 1, becomes to study
the asymptotic behaviour, as ε → 0+, of the solutions uε of the minimization
problems

min
{

Eε(u) :
1
|Ω|

∫
Ω

u(x) dx = m

}
(3.1)

where
Eε(u) =

1
ε

∫
Ω

fε(x, u(x),∇u(x)) dx (3.2)

with
fε(x, u,∇u) = W (u) + ε2|∇u|2.

For N = 1 (one-dimensional case) Gurtin’s conjecture was proven by Carr,
Gurtin & Slemrod [8]. Precisely, if Ω = (0, 1), the authors showed that, for
small ε, (3.1) admits only two minimizers and that the minimum value is

given by εK0 +O(e−C/ε), where K0 = 2
∫ β

α

√
W (s) ds is the surface energy

per unit area and C > 0 is a constant (see also Owen [29]).
For N > 1 Gurtin’s conjecture was proved independently by Modica [27]
and Sternberg [32] using Γ-convergence techniques and following ideas of
a previous work by Modica & Mortola [28]. In particular, considering the
family of energies Jε : L1(Ω) → R ∪ {+∞}

Jε(u) =


∫

Ω

1
ε
W (u(x)) + ε|∇u(x)|2 dx, if u ∈ W 1,2(Ω) ∩ V

+∞, otherwise

(3.3)
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124 M. Baía, A. C. Barroso, and J. Matias

where

V =
{

u ∈ L1(Ω) :
1
|Ω|

∫
Ω

u(x) dx = m

}
it was shown in [27] (see also [32]) that the Γ-limit, with respect to the
L1(Ω)-topology, of the family Jε is given by the functional J0 : L1(Ω) →
R ∪ {+∞}

J0(u) =


2PerΩ({u = α})

∫ β

α

√
W (s) ds, if u ∈ BV

(
Ω; {α, β}

)
∩ V

+∞, otherwise.

The properties of Γ-convergence (see the end of Section 2) guarantee, in
particular, that for the given volume fraction θ in (1.3), preferred solutions
of (3.1) are those which exhibit minimal interfacial area.
Generalizations of (3.1) to the coupled case for integrands of the form

fε(x, u,∇u) = f(x, u, ε∇u),
with f a convex function in the last variable, were obtained by Owen &
Sternberg [30] and Bouchitté [7] who treated the case where f(x, u, 0) = 0 if
and only if u ∈ {α(x), β(x)} for α and β two Lipschitz continuous functions
such that α(x) ≤ β(x), for all x ∈ Ω. From the physical point of view,
this situation occurs when the temperature inside Ω is a given function of
x. Minimizers of (3.1) converge, up to a subsequence, to a function of the
form u = αχA + βχΩ\A, where A ⊆ {x ∈ Ω : β(x) > α(x)} is a solution of
a certain geometric variational problem.
We also refer to Kohn & Sternberg [25] where the study of local minimizers
for problem (3.1) is addressed.

In the vector-valued setting, where u : Ω → Rd, N, d > 1, the study of the
minimization problem (3.1) with the energies given in (3.3) was undertaken
by Fonseca & Tartar [20]. More precisely, assuming that W ∈ W 1,∞

loc (Rd) is
a non-negative function such that

W (u) = 0 ⇔ u ∈ {α, β},
satisfying the growth condition

∃C,R > 0 : |u| > R ⇒ W (u) ≥ C|u|,
and for which there exist γ, δ > 0 such that

|u− α| < δ ⇒ γ|u− α|2 ≤ W (u) ≤ 1
γ
|u− α|2 and

|u− β| < δ ⇒ γ|u− β|2 ≤ W (u) ≤ 1
γ
|u− β|2,
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the authors proved that the Γ-limit of the family of functionals Jε is given
by

J0(u) =

 K PerΩ({u = α}), if u ∈ BV
(
Ω; {α, β}

)
∩ V

+∞, otherwise

where

K =

2 inf
{∫ 1

−1

√
W (g(s)) |g′(s)| ds : g is piecewise C1, g(−1) = α, g(1) = β

}
represents the energy left on the interface as the boundary layer goes to
zero. Their proof relies on the study of the properties of a “geodesical dis-
tance" defined in terms of the least energy along paths connecting the two
wells. The form of J0 and the role played by the geodesic curves were inde-
pendently conjectured by Kohn & Stenberg [25], who refer also to Mahoney
& Norbury [26]. Given that K is a constant, if uε is a family of minimum
points for problem (3.1) and uε → u0, then, once again, u0 ∈ BV

(
Ω; {α, β}

)
has minimal interfacial area.
The work in [20] was extended by Baldo [4] to the case where W supports
multiple wells (see also Sternberg [33]) and later generalized by Ambrosio
[1].

For integrands of the form

fε(x, u,∇u) = W (u) + ε2h2(x,∇u),

the Γ-limit, with respect to the L1(Ω; Rd)-topology, of the rescaled energies
Jε : L1(Ω; Rd) → R ∪ {+∞}, where

Jε(u) =


∫

Ω

1
ε
W (u(x)) + εh2(x,∇u(x)) dx, if u ∈ W 1,2(Ω; Rd)

+∞, otherwise,

was identified by Barroso & Fonseca [6]. In this case the original energy is
perturbed via an anisotropic term, whose dependence on the spatial variable
x accounts for the fact that the material may be inhomogeneous. Assuming
that the density W satisfies a growth condition of the form

C1|u|q − C ≤ W (u) ≤ C(1 + |u|q), for some q ≥ 2,

that the anisotropic density satisfies the linear growth condition

C1|ξ| − C ≤ h(x, ξ) ≤ C(1 + |ξ|)
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and under some other continuity hypotheses, the Γ-limit of Jε turns out to
be the functional

J0 : L1(Ω; Rd) → R ∪ {+∞}
given by

J0(u) =


∫

Ω∩∂∗{u=α}
K(x, α, β, ν(x)) dHN−1(x), if u ∈ BV

(
Ω; {α, β}

)
+∞, otherwise,

where ν(x) is the outward unit normal to the interface Ω ∩ ∂∗{u = α} and
the surface energy density K is defined by

K(x, α, β, ν) =

inf
{∫

Qν

LW (w(y)) +
1
L

[h∞(x,∇w(y))]2 dy : L > 0, w ∈ A(ν)
}
(3.4)

where, for every ν ∈ SN−1, the class of admissible density functions is given
by

A(ν) :={
w ∈ W 1,2

loc (Sν ; Rd) : w(y) = α if y · ν = −1
2
, w(y) = β if y · ν =

1
2
,

w(y) = w(y + lνi), for all y ∈ Sν , i = 1, . . . , N − 1, and l ∈ Z

}
.

(3.5)

As usual, the function h∞ in (3.4) denotes the recession function of h given
by

h∞(x, ξ) = lim sup
t→+∞

h(x, tξ)
t

which gives us the asymptotic behaviour of h at +∞.
Assuming further that W ∈ W 1,∞

loc (Rd) is such that there exist γ, δ > 0 with

|u− α| < δ ⇒ γ|u− α|q ≤ W (u) ≤ 1
γ
|u− α|q and

|u− β| < δ ⇒ γ|u− β|q ≤ W (u) ≤ 1
γ
|u− β|q,
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and that h2(x, ·) is quasiconvex, the minimization problem

min
{∫

Ω
W (u(x)) + ε2h2(x,∇u(x)) dx :

u ∈ W 1,2(Ω; Rd),
1
|Ω|

∫
Ω

u(x) dx = m

}
(3.6)

is also treated in [6]. The authors begin by showing that any sequence vn

of bounded energy, Jεn(vn) ≤ C < +∞, is relatively compact in L1(Ω; Rd).
Thus, any sequence of solutions of (3.6), whose existence is guaranteed by
the hypotheses above, has a subsequence converging to the solution of the
initial problem which minimizes the integral over the interface of the surface
energy density K(x, α, β, ν). The proof of Barroso & Fonseca’s result is
based on the blow-up method introduced by Fonseca & Müller and on a
slicing technique which allows to replace a sequence near the boundary of a
cube by a new sequence satisfying an appropriate boundary condition but
in such a way that the total energy does not increase.

Under similar hypotheses Fonseca & Popovici [19] studied the vector-valued
and coupled case for integrands of the form

fε(x, u,∇u) = f(x, u, ε∇u)

where f(x, u, 0) = 0 ⇔ u ∈ {α, β} and

1
C

(|u|q + |ξ|2 − C) ≤ f(x, u, ξ) ≤ C(1 + |u|q + |ξ|2)

for some q ≥ 2, C > 0. The expression obtained for the Γ-limit, in this
case, is exactly as the one in [6] with the surface energy density replaced by

K(x, α, β, ν) = inf
{∫

Qν

1
s
f(x, ξ(y), s∇ξ(y)) dy : s > 0, ξ ∈ A(ν)

}
.

4. Second order problems

In the context of elastic solid-to-solid phase transitions (see Ball & James
[5], Coleman, Marcus & Mizel [11] and Kohn & Müller [24]), Conti, Fonseca
& Leoni [12] addressed the characterization of the Γ-limit for functionals
involving second order integrands of the form

fε(x, u,∇u) = W (∇u) + ε2|∇2u|2
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that, after rescaling, led to the study of the family
Jε : L1(Ω; Rd) → R ∪ {+∞}

Jε(u) =


∫

Ω

1
ε
W (∇u(x)) + ε|∇2u(x)|2 dx, if u ∈ W 2,2(Ω; Rd)

+∞, otherwise.

(4.1)

To simplify the problem the authors neglected the frame-indifference con-
straint on W and simply assume that W is a continuous function such that

{W = 0} = {A,B}, A−B = a⊗ ν,

for some a ∈ Rd \ {0} and ν ∈ SN−1, since, in view of Hadamard’s compat-
ibility condition, the two matrices A and B must be rank-one connected.
Under the hypothesis that there exists C > 0 such that

W (ξ) ≥ C|ξ| − 1
C

for all ξ ∈ Rd×N ,

a compactness result is proved showing that (up to a subsequence) the
difference between any sequence with bounded energy and its average over
Ω, converges to a function u ∈ W 1,1(Ω; Rd) with ∇u ∈ BV (Ω; {A,B}).
Moreover, assuming that for all ξ = (ξ1, ..., ξN ) ∈ Rd×N , ξi ∈ Rd,

W (ξ) →∞ as |ξ| → ∞,

W (ξ) ≥ W (0, ξN ) (4.2)

and that W is differentiable at A and B, given u ∈ W 1,1(Ω; Rd) with ∇u ∈
BV (Ω; {A,B}) it was proved in [12] that

Γ(L1) − lim
ε→0+

Jε(u) = KPerΩ(E)

where ∇u = (1− χE(x))A + χE(x)B for LN -a.e x ∈ Ω with

K = inf
{∫ −L

L
W(0, g(s)) + |g′(s)|2 ds : L > 0,

g piecewise C1, g(−L) = −a, g(L) = a
}

,

which is similar to a corresponding expression obtained in [20] due to the
one-dimensional character of (4.2).
The main difficulty of their proof relies on the construction of a recovery
sequence (see Theorem 1.3 in [12]; and also Theorem 1.4 where a similar
result was obtained under weaker assumptions than (4.2)). Precisely, if
the admissible fields are such that ∇u has a layered structure with two
interfaces, then it is possible to construct an effective sequence near each
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interface but the task of “gluing” together the two sequences on a suitable
low-energy intermediate layer is delicate.
In the two-dimensional case and when W vanishes on the unit circle (4.1)
reduces to the so-called Eikonal functional arising in the theory of liquid
crystals as well as in blistering of delaminated thin films (see Fonseca &
Leoni [15] for references on these problems and on other generalizations).

We also mention the work of Chermisi, Dal Maso, Fonseca & Leoni [9],
where, for scalar functions u, the authors addressed a model on pattern
formation based on the Ginzburg-Landau energy∫

Ω
W (u(x))− q|∇u(x)|2 + |∇2u(x)|2 dx

(see [11] and Seul & Andelman [31]) by considering a perturbed second
order energy of the form

fε(x, u,∇u,∇2u) = W (u)− qε2|∇u|2 + ε4|∇2u|2, q > 0

(see also Fonseca & Mantegazza [16] for the case q = 0, Cicalese, Spadaro &
Zeppieri [10] for q > 0 in the one-dimensional case, and Hilhorst, Peletier &
Schätzle [14] for the case q < 0 where |∇2u|2 is replaced by |4u|2). Using Γ-
convergence techniques, the authors characterized the singular perturbation
limit of the family of rescaled energies

Eε(u) =
∫

Ω

1
ε
W (u(x))− qε|∇u(x)|2 + ε3|∇2u(x)|2 dx

where Ω is a bounded, open subset of RN with C1 boundary,
u : Ω ⊆ RN → R and W : R → [0,+∞) is a continuous function satis-
fying

W (s) = 0 ⇔ s ∈ {−1, 1},

W (s) ≥ (|s| − 1)2, ∀s ∈ R
and

W (s) ≤ C0W (t)+C0, for all s, t ∈ R such that |s| ≤ |t| and for some C0 ≥ 1.

A major difficulty in this analysis is that the energy may have a negative
term. To overcome this, an interpolation result is proved, namely that there

exists q∗ > 0, independent of Ω, such that for all −∞ < q <
q∗

N
, there exists

ε0 = ε0(Ω, q) such that

qε2

∫
Ω
|∇u(x)|2 dx ≤

∫
Ω

W (u(x)) + ε4|∇u(x)|2 dx
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for all 0 < ε < ε0 and for all u ∈ H1(Ω). For −∞ < q <
q∗

N
and under the

above hypotheses, the authors showed that the sequence of functionals

Jε(u) =

 Eε(u), if u ∈ H2(Ω)

+∞, if u ∈ L2(Ω) \H2(Ω)

Γ-converges, as ε → 0+, to the functional J0 : L2(Ω) → R ∪ {+∞} defined
by

J0(u) =

{
mNPerΩ({u = 1}), if u ∈ BV (Ω; {−1, 1})

+∞, if u ∈ L2(Ω) \BV (Ω; {−1, 1})
where

mN = inf
{∫

Q

1
ε
W (w(x))− qε|∇w(x)|2 + ε3|∇2w(x)|2 dx :

0 < ε ≤ 1, w ∈ A} > 0

and

A =
{

w ∈ H2
loc(RN ) : w(x) = −1 near x · eN = −1

2
, w(x) = 1

near x · eN =
1
2
, w(x) = w(x + ei),∀x ∈ RN , i = 1, . . . , N − 1

}
.

We conclude this survey by mentioning some recent results obtained by
Baía, Barroso, Chermisi & Matias [3] where the authors addressed the as-
ymptotic behaviour, as a small parameter ε tends to zero, of a sequence of
functionals of the form

Eε(u) =
1
ε

∫
Ω

f(x, u(x), ε∇u(x), ε2∇2u(x)) dx

obtained as a singular perturbation of a non-convex second order functional
of the type ∫

Ω
f(x, u(x),∇u(x),∇2u(x)) dx

where f(·, u(·),∇u(·),∇2u(·)) represents the free energy of a mixture of d
fluids (d ∈ N, d ≥ 2), occupying a fixed container Ω ⊂ RN (N ∈ N, N ≥ 2),
and is a function of the density u = (u1, ..., ud) and its first and second order
derivatives. The bulk energy density f is assumed to be continuous, positive
and such that for all x ∈ Ω the function f(x, ·,O,O) achieves its minimum
value zero at exactly two vectors α, β ∈ Rd

+, α 6= β. In addition, each
component ui (the density of the ith-ingredient of the mixture) is considered
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to be nonnegative and the total amount of bulk material is assumed to be
preserved, i.e., u belongs to the following set

V :=

{
u :
∫

Ω
u(x) dx = V, V ∈ Rd

+,

|Ω| min(αi, βi) < V i < |Ω| max(αi, βi), i = 1, ..., d

}
,

where V i, αi and βi are the i-th components of V , α and β, respectively.
Assuming there exists a continuous function g : Ω × Rd

+ → [0,+∞) such
that

1
C

(
g(x, u) + |ξ|2 + |Λ|2

)
≤ f

(
x, u, ξ, Λ

)
≤ C

(
g(x, u) + |ξ|2 + |Λ|2

)
for all (x, u, ξ, Λ) ∈ Ω× Rd

+ × Rd×N × T d×d×N , where g satisfies
1
C
|u|q − C ≤ g(x, u) ≤ C(1 + |u|q) (4.3)

for some q ≥ 2, some C > 0 and for all (x, u) ∈ Ω × Rd
+, and under some

technical continuity conditions, they studied, via Γ-convergence techniques,
the family of minimum problems

min
{

1
ε

∫
Ω

f(x, u(x), ε∇u(x), ε2∇2u(x)) dx, u ∈ V
}

(4.4)

and showed that the family of functionals

Jε(u) :=


1
ε

∫
Ω

f(x, u(x), ε∇u(x), ε2∇2u(x)) dx, u ∈ W 2,2(Ω; Rd
+) ∩ V,

+∞, otherwise
(4.5)

Γ-converges, with respect to the L1(Ω; Rd
+)-convergence, to the functional

J0 : L1(Ω; Rd
+) → R ∪ {+∞} defined by

J0(u) :=


∫

Ju

σ
(
x, νu(x)

)
dHN−1(x), u ∈ BV

(
Ω; {α, β}

)
∩ V,

+∞, otherwise,
(4.6)

where σ : Ω× SN−1 → [0,+∞) is given by

σ(x, ν) := inf
{∫

Qν

1
t
f
(
x,w(y), t∇w(y), t2∇2w(y)

)
dy : t > 0, w ∈ A(ν)

}
,

(4.7)
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and where for every ν ∈ SN−1, the class A(ν) of admissible density func-
tions, is defined by

A(ν) :=

{
w ∈ W 2,2

loc (Sν ; Rd
+) : w(y) = α if y · ν = −1

2
, w(y) = β if

y · ν =
1
2
, w(y) = w(y + lνi), for all y ∈ Sν , i = 1, . . . , N − 1, and l ∈ Z

}
.

(4.8)

The proof of this result relies on the blow-up method, introduced by Fonseca
& Müller (see e.g [17] and [18]), which allows to consider the case where
Ω is a small cube and the target function has planar interface, together
with periodicity arguments and the Riemann-Lebesgue Lemma. A slicing
argument is also used in order to modify a sequence near the boundary
of the cube without increasing the total energy. The construction of a
recovery sequence to prove the upper bound inequality for the Γ-limit is
done in several steps according to the geometry of Ω and to the interface of
the target function. In each of these steps, the recovery sequence must be
made to comply with the volume constraint which leads to some difficulties
in the proofs.
Due to a compactness result, and by the properties of Γ-convergence, a
sequence of minimizers of the functionals Jε defined in (4.5), assuming they
exist, will converge (up to a subsequence) to a minimizer of the limiting
functional J0 in (4.6).
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