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Abstract. We consider a coagulation model first introduced by Red-
ner, Ben-Avraham and Kahng in [11], the main feature of which is
that the reaction between a j-cluster and a k-cluster results in the
creation of a |j — k|-cluster, and not, as in Smoluchowski’s model, of
a (j + k)-cluster. In this paper we prove existence and uniqueness of
solutions under reasonably general conditions on the coagulation coeffi-
cients, and we also establish differenciability properties and continuous
dependence of solutions. Some interesting invariance properties are
also proved. Finally, we study the long-time behaviour of solutions,
and also present a preliminary analysis of their scaling behaviour.
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1. Introduction

Among the diverse mathematical approaches to modelling the kinetics of
cluster growth, one that has received a good deal of attention consists in the
mean field models of coagulation-fragmentation type [10] of which Smolu-
chowski’s coagulation system is a prototypical case. The basic dynamic
process modelled by Smoluchowski’s coagulation is the binary reaction be-
tween a j-cluster (a cluster made up of j identical particles) and a k-cluster
to produce a (j + k)-cluster. So, the mean cluster size in these coagulating
systems tends to increase with time. A contrasting case to coagulation is
fragmentation in which the basic dynamic process is the disintegration of a
given j-cluster into two or more clusters of smaller size. In these fragmen-
tation systems mean cluster size decreases with time.

A coagulation system that, in spite of its basic mechanism being binary
cluster reactions, has cluster size evolution similar to that of a fragmen-
tation system is the cluster eating equation. This model was introduced
by Redner, Ben-Avraham and Kahng in [11] (see also [7]) but has received
scant, attention since. We shall call it the Redner—Ben-Avraham-Kahng
system (RBK for short).

The basic process is the following: when a j-cluster reacts with a k-
cluster, the result is the production of a |j — k|-cluster (see Fig. 1).

B P

j-cluster  k-cluster |7 — kl|-cluster

FIGURE 1. Schematic reaction in the cluster eating RBK model

This process is reminiscent of the coagulation-annihilation model with
partial annihilation in which two or more species of clusters, A and B say,
are present, and if a cluster A; reacts with a cluster By, the resulting cluster
has size |j — k| and is an A cluster if j > k, is a B cluster if j < k, and is an
inert cluster, neither A nor B, if j = k. Although many problems remain
open concerning coagulation systems with Smoluchowski’s type dynamics
and with either complete or incomplete annihilation, there is already a
relatively large literature about those systems (see, for instance, [6, 8, 13]
and references therein). Having just one type of clusters, the RBK model
could result in a somewhat easier system to handle mathematically and
it is somewhat surprising that, to the best of our knowledge, it has not
attracted further attention.
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Having in mind the process illustrated in Figure 1, the index j can no
longer represent the total amount of particles in a cluster (which is a quan-
tity that should be conserved in each elementary reaction) but represents
only the number of particles in a cluster that are, in some sense, active
(a concept whose physical meaning we must leave undefined.) So, in this
paper, every time we refer to a j-cluster, we mean a cluster made up of a
number j of active particles.

Assuming the mass action law of chemical kinetics, the rate of change %
of the concentration of j-clusters at time ¢, ¢;(t), has contributions of two
different types. It decreases due to reactions of the type (7)+ (k) — (j+k),
for k € N, which corresponds to

aj kCj (t)ck (t)7

where a;;, is the rate coefficient for these equations. And % increases
due to reactions like (j + k) + (k) — (j), again with k£ € N, which have

contributions of the type
gk kCit () Ch (t).

Adding all these contributions we obtain the Redner—Ben-Avraham-—
Kahng coagulation system

de- 00 %) .
d_tj = Zaj+k7kcj+kck — Zaj,kcjck, 7 €N (1.1)
k=1 k=1

To simplify notation, we shall often write W), , instead of a, 4c,c,. Natu-
rally, we shall always assume that the rate coefficients are symmetric and
nonnegative:

ajk = Qkj, Qjk >0, Vj,keN.

In this paper we study the existence and uniqueness of solutions (1.1) in
appropriate sequence spaces, we investigate some invariance properties of
solutions, and also start the study of their long-time and scaling behaviours.

2. Preliminaries
The mathematical study of (1.1) requires the consideration of appropri-

ate spaces. As is usual in works in this area, we will consider the Banach
spaces

0.]
Xyi= @ =(x;) €RY| ]l =Dyl <oop, u=0,
j=1
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and their nonnegative cones X7 := {2 € X,| 2; > 0}. Observe that
the norm ||c[|op of a given cluster distribution ¢ measures the total amount
of clusters that are present. In the usual coagulation, or coagulation-
fragmentation, equations with Smoluchowski’s coagulation, the norm ||c||;
measures the total density or mass of the cluster distribution ¢. Now, with
j measuring only the number of active particles in a cluster, this norm
measures something like an active density or mass. We shall omit the word
“active” in what follows.

Being (1.1) an infinite dimensional system, we need some care in defining
what we mean by a solution. In this paper we use a definition of solution
analogous to the one in [1] for the standard coagulation-fragmentation:

Definition 2.1. Let T € (0, +o0]. A (mild) solution of the Cauchy problem
for (1.1) on [0,T) with initial condition c¢(0) = ¢y € X; is a function
c=(c;):[0,T) — X;" such that

(i): each ¢; : [0,T) — RT is continuous and sup |lc(t)]1 < oo.
te€[0,T)

t ©0

(ii): for all j € N, and all t € [0,T), we have / Zajvkck(s)ds < 0.
0 k=1

(iii): for all j € N, the following holds for each t € [0,T),

t
cj(t):c]-(O)—F/ [Zaj+kkc]+k s)eg (s Zajkc] s)eg(s )}ds.
0 Lg=1

Remark 2.2. Assuming that, for some nonnegative constant K and all
positive integers j and k, the rate coefficients satisfy a;, < Kjk, then
(i)=(ii).
The definition of solution implies that, if ¢ is a solution on [0,T), then
each c; is absolutely continuous, so that equation (1.1) is satisfied by c a.e.
tel0,7).

Also as in works on the standard coagulation-fragmentation equations,
we find it convenient to consider finite dimensional systems that approx-
imate the infinite dimensional equation (1.1). This will be particularly
relevant for the existence result.

We will now define the finite dimensional approximation of (1.1) to be
considered in the paper. In fact, and in contradistinction with the case of
Smoluchovski’s equation, we will prove that, for initial data with compact
support, (1.1) reduces to this particular finite dimensional system exactly,
and so, for that type of initial data, the finite dimensional truncation is
not an approximation at all but the exact system. In fact, it is exactly
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this compactly supported cases and the corresponding finite dimensional
systems that Redner, Ben-Avraham and Kahng considered in [11].

To motivate the finite dimensional system, consider an initial condition
for which ¢;(0) = 0if j > N for some positive N. Since the only process is a
coagulating one in which the resulting cluster has a smaller size, no clusters
with size bigger than N can be created. Mathematically, this is translated

in the finite N-dimensional system, for an arbitrarily fixed positive integer
N:

de; ‘
] ZWJ-HCIC ZW]k je{la"'aN}a (21)

where the first sum is defined to be identically zero when N = 1 or if j = V.

Naturally, since (2.1) is a finite dimensional system with a polynomial
right hand side (as a function of the components ¢; of the solution vector
¢ = (c;(+))), the existence of local solutions to the Cauchy problems follows
immediately from the standard Picard-Lindel6f existence theorem. In the

following proposition we collect basic results about solutions to this finite
dimensional system.

Proposition 2.3. Letc = (cj()) t Tmax — RN be the unique local solution

of (2.1) with initial condition ¢(0) = ¢y and let Imax be its mazimal interval.
Then

(i): For every sequence (gj), and every m € {1,..., N} the following

holds
N
> gt == (95— Gi-t)Wik— > _ gWik, (22)
j=m Ty p)
where
T, =Ti(m,N):={(,k) € {m,...,N} x{1,...,N} k < j—m},
T = Tg(mN) ={(,k)e{m,....,. N} x{1,..., N} k> j—m+1}.

(ii): If all components of the initial condition ¢y are nonnegative, then
also ¢j(t) = 0, for all j € {1,...,N} and all t € I NRT, where
= [0, +00).
(iii): sup Imax = +00.

Proof. The proofs of these results follow the corresponding ones for the
usual coagulation-fragmentation equation closely (see [1, Lemmas 2.1, 2.2].)
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(i): Multiplying equation (2.1) by g; and summing in j from m to N

one gets
—1N—j N N
Zg]c] Z Zg] jtkk — Z Zngj,ka
j=m k=1 Jj=m k=1

and now an easy manipulation (a change of notation in the first
sum and the separation of the second sum into a sum over 717 and
another over Tb) gives the result (2.2).

(ii): Write (2.1) as ¢; = Rj(c) — ¢jp;(c) where

N—j N
)= Z Wiskk(c), p;(c) = Zaj,kck-
k=1 k=1

Suppose that, for some 7 € INRT and all j = 1,..., N, we have
¢j(1) = 0 and ¢, (1) = 0 for some r. For € > 0 consider the initial
value problem

& = Ri() - Giy(c) + ¢

5 (1) = ¢(7).

c
Thus, ¢ (7) = R.(c°(7)) + & > 0 and, for some n > 0, ¢5(t) > 0,
for t € (1,7 +n), for each € € (0, ), with go fixed. By continuous
dependence, by making € | 0, we conclude that ¢5(t) — ¢ (¢),t €
[7,7 4+ n), and thus ¢, (t) > 0,t € [7,7 4+ n). Hence, we conclude the
nonnegativity of each ¢; for t € I NR*.

(iii): Using the expression (2.2) proved in (i) and the nonnegativity of
solutions in (ii) we conclude that, for every nondecreasing positive
sequence (g;), we have, for all m € {1,..., N},

N
> g¢i() <0
j=m

But then ¢ is bounded and, being the right-hand side of (2.1)
bounded in bounded subsets of RY, we conclude that sup Imax =
+00.

This concludes the proof. O

It is easy to conclude from the equations (1.1), (2.1) and the Defi-
nition 2.1, that if ¢V (-) is a solution of (2.1), then the function ¢ :=
(N, e, ... cN,0,0,...) is a solution of (1.1).

Also easy to conclude, by choosing ¢g; = j in Proposition 2.3-(i), is the
fact that the density of solutions to the finite dimensional systems (2.1)
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decreases with time, i.e., for all to > t1, we have |[c(t2)][1 < [|c(t1)]]1. Given
the type of coagulation process under consideration (remember Figure 1),
this is a physically reasonable behaviour for solutions to the infinite dimen-
sional system (1.1). However, it is not presently clear that other types of
(nonphysical) solution can not, in fact, exist, similarly to what happens in
the case of the pure fragmentation equation [1, Example 6.2].

We end this section by introducing the following definition:
Definition 2.4. Let ¢ be a solution to (1.1).

(i): we call ¢ an admissible solution if it can be obtained as the uni-
form limit in compact sets of [0,00), as N — oo, of a sequence
of solutions ¢V to (1.1) such that cév = 0,Vj > N. (In particular,

(N, ..., eN) can be a solution to (2.1).)

(ii): we call ¢ a density nonincreasing solution if, for all to > t1, it
holds [[c(t2)[l1 < [[e(t1)]]1-

Remark 2.5. In the literature of coagulation-fragmentatiom equations an
admissible solution is one that can be obtained as the weak limit as n — oo
of a sequence to finite n-dimensional truncations of the system [3]. In
Definition 2.4 we impose the condition of uniform convergence in compact
subsets of time t. This corresponds to what we can prove in this case (see
Corollary 3.2 below); it is also what happens to be the case for coagulation-
fragmentation equations with coagulation kernels growing at most linearly
[1, Corollary 2.6].

3. Existence of solutions

In this section we shall prove existence of solutions in X~ of Cauchy

problems for (1.1) with initial data in X", with some mild conditions on
the coagulation coefficients.

Theorem 3.1. Assume a;j, < Kjk, for some positive constant K and

all positive integers j and k. Let ¢y € X1+. Then, there is at least one
solution of (1.1) with initial condition ¢(0) = ¢y, defined on [0,T), for
some T € (0, 400].

Proof. As is usual in coagulation studies [1, 9] the proof is based on pass-
ing to the limit N — oo in a sequence of solutions to the N-dimensional
system (2.1), which we do by an application of Helly’s selection theorem,
and then by proving that the limit sequence is a solution to the infinite
dimensional system (1.1). In order to do this we need some bounds on
the moments of the solutions to the finite dimensional systems. Actually,
for the RBK system, the application of the method just described is much
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easier than in [1, 9] for the coagulation-fragmentation system with Smolu-
chowski coagulation due to the a priori estimate (3.1) on the zeroth and
first moments.

Let ¢V be the solution to the finite N-dimensional system (2.1) satisfying
the initial condition cé-V(O) = cgj, for j € {1,...,N}. By putting g; = 1
and g; = j in (2.2) we immediately conclude that, for 1 < m < N,

Jj=m

N N
.N N
E ¢ <0, and E Je; <0,
j=m

respectively. Thus, for p = 0,1 we have

N N N 00 0o
e <D ey =Y ooy < Y iPeo; < Y _Peo; = lleollp (3.1)
j=m j=m j=m Jj=m Jj=1

Let us now prove that (cV) is uniformly bounded in W1(0, T), for all fixed
T € (0,00). From the definition of the norms in Xy and X3, and from (3.1)
with p = 0 we immediately get

T T
u%mmﬂ=4wﬁww<AWWMWs

T
s/umwm=Mmm<ﬂmm (3.2)
0

By equation (2.1) we have

:/OT

TN_j N T N v
</0 ;Wj+k,k(c (s))ds+/0 kZ:le,k(c (s))ds (3.3)

N N
dcj dcj

W dS

(s)

L1(0,T)
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Estimating the first integral in (3.3) we obtain

TN-J TN-J
| S Wit enas < & [ 37 el o) (s
0 k=1 k=1
T N—j N—j
K/O Z(] + k‘)c]]\ﬂrk(s) Z ke (s)ds
k=1 k=1

T T
<K/waww<K/umws
0 0

= KT||colf7,

and for the second integral in (3.3) we get

/0 Z Wjn(cN(s) / ijcjy(s)cfy(s)ds
k=1
ch Z N (s)ds

0 k=1
K/Hc mwsK/umws
= KT|lcol7.
Thus, substituting in (3.3) we conclude that
N
dey < 2KT ol 4
< l[colly (3.4)
L1(0,T)
and therefore
oy

o < (1+2K|leoll1)T |eoll1-

L1(0,T)

HC;VHLl(o,T) +

So, by Helly’s selection theorem, for each fixed j there exists a subse-
quence of (cév )n (not relabeled), converging pointwise to a BV function in

[OvT]v Cj(')v
cé-v(t) —cj(t), as N — o0, Vte|[0,T], VjeN.
But then, for each ¢ € N, and for each t € [0, 7],

q q
ché—v(t) — chj(t), as N — oo,
j=1 j=1
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and therefore, by (3.1), for any such g, Z‘;—:l jcj(t) < |leollr. By making
q — 00, we obtain

> iei(®) < lleolr (3.5)
j=1

Since proposition 2.3(ii) implies ¢;(t) > 0, this proves that, not only c(t) €
X, for each t € [0,7], but also that condition (i) of definition 2.1 is
fulfilled.

It remains to be proven that the limit functions ¢; solve the RBK system

(1.1). In order to obtain this result, we shall pass to the limit N — oo in

the equation for cN ,

tN—=J

;N
=+ | > Wk 6 - / IUAEIENS

Thus, we need to prove that, for all t € [0, 7],

/ZWM ))ds —— tZWj,k(C(S))ds’ (3.6)
’ 0 k=1

N—oo
and
tN—J
/ Z Wj—i—k,k(CN(s ) S N—> ZW]—‘,-]{) k\C 3- (37)
0 =1 V0 T

The proofs of (3.6) and (3.7) are entirely analogous, and so we shall present
only the proof of (3.6), leaving the details of the other to the reader.

We first start by proving that the right-hand side of (3.6) is well defined.
Let p be an arbitrarily fixed positive integer. By the definition of (c;) we

know that
P P
N N
g Gk ko E :aj,kcjch
—00
k=1 k=1

and from (3.1) we have that, for all positive integers N and p,

Z%kc o < Klleol?,
and thus also

Zaj kejer < Klleol3
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Consequently, since the right-hand side is independent of p and all the
terms are nonnegative,

Za] kCjCk S KHCOH1=

and the dominated convergence theorem implies that, for all ¢ € (0,7,
with T' < oo, the right-hand side of (3.6) is well defined.

Now we shall prove the limit in (3.6) holds. Let m be a positive integer
such that 1 < m < N < oo but otherwise arbitrarily fixed. Then

/0 Z aj, kC Ck s)ds — / 2:1 aj,ij(S)Ck(s)ds <
t m—1
< /0 kzl Qj.k |C — cj(s)ck(s)‘ ds + (3.8)

+/ Zaj7kc§y( ds+/ Za] kCi(s)ck(s)ds, (3.9)
0 k=m

and we need to prove that the right-hand side of this inequality can be
made arbitrarily small when N — oo, by choosing m sufficiently large.

Since each term in the sum in (3.8) converges pointwise to zero, the
sum has a finite fixed number of terms, and its absolute value is bounded
above by 2K ||co||?, the dominated convergence theorem implies that (3.8)
converges to zero as N — 00.

Let us now consider the integrals in (3.9). Define p,, := ||col|1 Z;’im Jcoj-
Clearly p,, — 0 as m — oo.

From (3.1) we conclude that

/Za]kc s)el (s)ds < ch (s)ds
0

k=m 0 r=m
N
< K / leoln 3 kel (s)ds < K / oo
0 k=m
= KTpm, (3.10)

and so we get the first integral in (3.9) can be made arbitrarily small by
choosing m sufficiently large. For the second integral the result is proved
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in an analogous way: For all 1 < m < p we have

p P
E N N E
(IngCj CL N—) 4j ECjC-
—00
k;:m k:m

Due to (3.1), the sum in the left-hand side is bounded by K p,,, and so we
also get

p
Z ajkcicr < Kpm,
k=m

for all p. Since this bound is uniform in p, we have

p o]
E a; xCjCr, —— g a;kcick < Kpm.
p—00
k=m k=m

Hence, by the dominated convergence theorem, the second integral in (3.9)
can also be made arbitrarily small by choosing m and N sufficiently large.

This completes the proof of (3.6). As pointed out above, the proof of
(3.7) is entirely analogous and will be omitted. O

Corollary 3.2. The solution obtained in Theorem 3.1 can be extended to
t € [0, +00] as an admissible solution.

Proof. The uniform convergence property is again a consequence of (3.1).
In fact, by applying to (3.1) an argument similar to the one that led us to
(3.5) we obtain, for each m, N € N, ¢t € [0, 7],

(o] (o]
Z dlej(t) — ' ()] < 2 Z Jcog -
j=m j=m

Since Z;’im Jjcoj — 0, as m — oo, we conclude that the series in the Lh.s.
of this inequality with m = 1 is convergent uniformly in (¢, N') € [0, 7] x N.
Since, for each j and ¢, j|c;(t) — cjv(t)| — 0, as N — oo, we conclude that,
as N — oo,

o

S = S jes(t),
j=1

j=1
as N — oo, uniformly in ¢ € [0, 7.

That ¢(-) is extendable to [0, +o00[ is a consequence of the arbitrariness
of T'> 0 and estimate (3.5). O
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4. The moments’ equation

As in the studies of the usual coagulation-fragmentation systems, a weak
formulation of (1 1) is a tool of the utmost importance. This weak version,
presented next, is the version of the expression (i) of Proposition 2.3, writ-
ten for (1.1) instead of (2.1).

Proposition 4.1. Let ¢ = (¢;(-)) : Imax — R be a solution of (1.1) and
let 7,t € Imax be such that T < t. For every sequence (g;), and all positive
integers m and n with m < n the following moment’s equation holds

ZQJCJ ZQJCJ =
t t
/Z )ijk_/ Zngj,k+/ Zgj_kWM. (4.1)
TSy T S

where
Sy =S1(m,n) ={(j,k) eN})lm+1<j<n+1,1<k<j—m},
Sy = So(m,n) Z:{(j, )€N2|m<]<n—|—1 k‘>j—m+1}
S3 = S3(m,n) :={(j,k) eEN*[j =n+1,j—n<k<j—m}
In Fig. 2 we give a geometric representation of the regions 5.

Lemma 4.2. Suppose the coefficients a; . satisfy the condition a;j < Kjk,

then
lim / > Wikds =0, (4.2)

Sa(m,00)

Proof. Considering g; = 1 in the moments’ equation (4.1) we obtain

n

> et - /TZWJkJr/TZWM (4.3)

j:m j =m

We start by estimating the expresswn in the S3 region. We clearly have

Y Wik<K Z Z jej)(kex) < Klle@®)]3,

S3(m,n) j=n+lk=j—n
[ee]
and also Z Wik < Klc(t)]h Z jej(t) — 0, pointwise as n — oo. Since,

Sz (m,n) j=n+1
from the definition of solution, |[c(t)||; is bounded in [r,t], applying the
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k ST S 2

1 mm+1/nn+1 J
S1

FIGURE 2. Regions S; defined in Proposition 4.1

dominated convergence theorem gives

/ Z W, rds — 0, as n — 0.

Sz(m,n)

In S5 the same bound Z Wk < K|le(t)|]7 is true and the convergence

Sa(m,n)
n o0 (o] (o]
> Wium X > Wik

is valid pointwise in ¢t as n — oo. Hence, again by the dominated conver-
gence theorem,

/ E Wyk—>/ E W]k, as n — OQ.
T T
Sa(m,n) Sa(m,00)

Now taking limits, as n — oo on both sides of (4.3) we obtain

oo o0

i)~ Y ei(r) = / S Wik

Jj= T Sa(m,00)
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But m)>22, ¢; < 3272,,jc; — 0asm — oo, since by definition of
solution, ¢ € X7, we then obtain

lim / > Wikds =0. (4.4)

Sa(m,00)

This concludes the proof. O

Another estimate that will be useful is the following

Proposition 4.3. Suppose the coefficients a;, satisfy the condition a;j <
Kjk, and the sequence (g;) satisfies |g;| < j then, for each m € N,

e 00 +
> 01013 () =~ fim [ 5 tamg-aWirr 3 oW,
j=m j=m T S1(m,n) Sa(m,n)

(4.5)
Furthermore, with the stronger assumptions a;j < K( jk)ﬁ with 0 < B < 2,
and the sequence (g;) satisfying |g;| < j and |g; — gi| < M|j — k|, for all j
and k, and for some positive constant M, the following holds true:

ingj(t)_ingj / Yo ]k/ > gWik.

T S1(m,00) T So(m,o0)
(4.6)
Proof. In the moments’ equation (4.1) we prove that
t
/ Z 9j—kWjr —0 as n— oo. (4.7)

Sz (m,n)

In fact, we observe that S3(m,n) C Se(n + 1,00), and since in S3(m,n) it
holds that |j — k| = j — k < n, we get, by the previous lemma,

/ Z 95— kW]k / Z |]_k|W]k

T S3(m,n) Sa(m,n)

n—l—l/ Z Wik — 0, asn — oo,

T Sa(n+1,00)

thus proving (4.7). As a consequence, by taking the limit as n — oo in
(4.1), we obtain (4.5). Now, by imposing the stronger conditions of the
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second part of the proposition, we have, for each n € N,

>

Sa(m,n)

B SK Y 0k e <K Y jhejer < Klel Y e,
Sa(m,n) Sa(m,n) j=m

(4.8)
where in the second inequality we have used the fact that, if (j,k) €
So(m,n), then j < k, and so (jk)? < k% < k, due to the assumption
6 < % Similarly, for (j,k) in S1(m,n) we have k < j, and thus

Z ‘g —9j— k‘ij MK Z kjk CjCk
S1(m,n) S1(m,n)

n
SME Y jkejen < MK|c|y Y jej. (4.9)

S1(m,n) Jj=m

Estimates (4.8) and (4.9) and (i) from the Definition 2.1, together with the
dominated convergence theorem allow us to prove (4.6). (]

Corollary 4.4. Suppose the coefficients ajj, satisfy the condition ajj <
Kjk, then any solution is a density nonincreasing solution. Moreover, with
the stronger assumption that a;j < K (k)% with 0 < B < %, the following

holds true
ZJCJ jei(t =—2/ Z Z Jng—/ ZJW,J, (4.10)
= j=1 T j=1k=j+1

[e’e) [e’e) too oo
Soe=d i) =—5 [ 33 Wi /va (1)
j=1 7=1 T T =l

7=1 k=1

Equations (4.10) and (4.11) follow from (4.6) considering g; = j and
gj =1.

An interesting particular case concerns the evolution of the number of
clusters of odd size, that we will consider in Section 9.

Corollary 4.5. Choosing g; = d;0da then

oo

S eitt) - oY 3D SUTEEE
j=1 j T j=1 k=1
j odd j odd 7 odd k odd
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Proof. Considering this choice of the sequence (g;) in (4.6) we have, after
some rearrangements

t t
> ol - = [ S wa [ S Wit [ X W
7j=1 i T SlLJSQ o So T S1
j odd i odd j odd j odd J even

k odd k even k odd

The last two terms cancel out, since using the fact that W, = W ; we
have

2 W=D 3 Wae= > D W= >0 > Wi

Jj=2 k=1 k=1 j=k+1 J=1 k=j+1
7 odd j odd k even k even j odd j even k odd
k even

and similarly in the S; region

Z Wi = Z Z Wik = Z Z Wik, since j is even and k is odd.

j=1 k=j j=1 k=j+1
i even jevenk odd j even k odd
k odd
o oo
Since E Wik = E E W 1, this concludes the proof. O
SlUSQ 7=1 k=1
7 odd j odd k odd

k odd

5. A uniqueness result

We now consider a uniqueness result for (1.1). The result is obtained
by assuming the initial value problem has two solutions and proving they
are equal. This will be done, as usual in coagulation problems (see, e.g.,
[1, 2]) by appropriate estimates on the solutions and the use of Gronwall’s
inequality. The proof requires conditions on the coagulation coefficients
that are slightly more restrictive than the ones used for the existence result.
At the time of writing it is not clear if these conditions can be significantly
relaxed.

Proposition 5.1. Let a;j < K (jk)3, with 8 < 5 Then, for each cy € X
there is one and only one density nonincreasing solution in [0,T) such that
c(0) = ¢p.

Proof. Suppose the initial value problem for (1.1) with the initial condition

c(0) = ¢y € X has two density nonincreasing solutions, ¢ and d. Let
x(t) := c(t) — d(t) and Mj := ajp(cjcr, — djdy) = ajr(cjry + drpaj). We
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shall prove that ¢ = d by establishing that, for some «, the sum z;‘;l 7% ;]
is identically zero. This will be achieved by deriving an inequality for this
quantity and applying Gronwall’s inequality.

So, let us consider Proposition 4.1 with m = 1. From the above defini-
tions we get

n t
Zgjij/O <Z(gj—k M — Zg] > g kM]k>ds
j=1

Sl SB

For each t € [0,T) consider g; = j*sgn(x;) for some o > f such that
a+ 3 < 1. We now estimate the sums over each of the S;. For (j,k) € S
we get

sgn(z;j_p) — 7 sgn(x;))
“sgn(zj_) — 7% sgn(z;)) sgn(zk)| k|
gn(iﬂg k) — 5% sgn(zjzg)) ||

(gj—k - gj)xk =

<.
RA
N~ — ~— ~—
Q
n

<
<

and, by a similar computation, (g;—r — gj)z; = ((] — k)*sgn(xj_k) —
J%sgn(z;))x; = ((j — k)*sgn(aj_gx;) — j%)|z;| < 0. Using these bounds
and the assumptions on « and § we can estimate the sum over Sy as

t+ n j—1

/0 Zgj Migds < 2K [ 3737 (i) s larlds

0 j=2 k=1

t n
< 2Kuc0|yl/ S Py ds.
0 k=1

For (j,k) € Sy we have —j%sgn(x;)zy < j%|xgl, and j*sgn(x;)x; = j%xj],
from which it follows that

t t n o0
—/0 Y 9iMjpds < K/ DO iR (ejlar] — dilaj])ds
Sa

j=1k=j

)
< KHcoHl/ S Ky lds.
0 k=1
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Finally, for (j, k) € S3 we have the estimates (j — k) sgn(xj_x)rr < n%|zgl,
and (j — k)®sgn(z;)x; = n®|z;|, from which it follows

t + 00 j—1
/Zgj—ij,kds < Kno‘/ YD GR)(ejlar] + dilws|)ds
0 54 0 j=n+lk=j—n
+ 00 7j—1
< Kna/ Z iP¢; Z kP|ay|ds + (5.1)
0 j=n+1 k=j—n
t > g1
+Kna/ > 3Pl > Kodids. (5.2)
0 j=n+1 k=j—n

For the double sum in (5.1), using « + 3 < 1 we conclude that

ST LSS s leolls §°
B B il i B B
Z J7¢; Z EPlxg| < a Z Jc; | kP |k < o Zk |k |.
j=n-+1 k=j—n j=n-+1 k=j—n k=1

For the double sum in (5.2) we have, again using o + 3 < 1,

> = leolls { < >
> ol & Ka< (S e 3 ),
j=n+1 k=j—n j=n+1 Jj=n+1

and therefore

t t
/ Zgj_ij7kds<K\\co\\1/Zkﬁ\xklds—k
0 Ss3 0 k=1
t, o0 )
+K||Co||1/< IR j%)ds-
0

Combining the estimates on the three regions we get

n t n t 00 00
Zja\xj\<4K\\Co|’1/ Zjﬁ\xjHKucoul/ ( Y e+ S jﬁdj).

j=n+1 Jj=n+1
(5.3)
By the definition of solution and the assumption 5 < 1/2 < 1,

0.0 (0. 0]
Z jﬁcj < Z jcj — 0, as m — oo, pointwisely,
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and since c(-) is a density nonincreasing solution,

o0 o0 o0
S ety < Y ety <7 ei(0) = fleols
J=n+1 j=n+1 j=1

Thus, by the dominated convergence theorem

t o
/ E jﬁcjds—>0, as n — oo,
0 j=n+1

the same being valid for Z;’inﬂ jﬁdj.

Therefore, letting n — oo in (5.3) and using the assumption « > [ in
the right-hand side we obtain

00 t 00
3 k5] < 4K eolln / S 5% lds.
j=1 0 j=1

Since x;(0) = 0, by Gronwall inequality we conclude
> %zl =0, Vte0,T),
j=1

and so x; =0, for all t € [0,7") and j € N, thus proving uniqueness. O

Remark 5.2. Observe that, if 3 > 1/2, it is not possible to find numbers «
such that o+ 3 <1 and o« > (3. It is this elementary technical reason that
forced us to consider B < 1/2 in the uniqueness result in Proposition 5.1,
since in this case such numbers o obviously exist. It is not presently clear
if a uniqueness result is true in more general situations.

6. Differentiability and continuous dependence

In Theorem 3.1 and Corollary 3.2 we proved that with the hypothesis
that a; < Kjk, for each initial condition ¢y € X 1+ , there exists at least one
admissible solution. With the stronger assumption that a;; < K (jk)Y/2,
Theorem 5.1 implies that there is a unique solution defined in [0, 00) and
so, it has to be an admissible solution. We now address the issue of differ-
entiability of such solutions.

Theorem 6.1. If there is K > 0 such that, for all j,k € N, a;; < Kjk,
and c(-) = (¢j(+)) is an admissible solution then, the functions t — c;(t),
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for j € N, and t v 3772, ¢;(t) are continuously differentiable. Moreover,
(1.1) is satisfied for all t € [0,00) and

00 oo k
% D eit) ==Y ajuci(t)er(t), V[0, +00) . (6.1)
j=1

k=1 j=1

Proof. If a solution is admissible, we can use (3.1), like in Theorem 3.1
and Corollary 3.2, to conclude that ZJO’;I jej(t) is uniformly convergent
in compact subsets of [0,00). This, together with the assumption on the
coefficients a; ;, and the continuity of ¢;(-), for j € N, allows us to prove the
continuity of the right-hand side of (1.1) in ¢, thus proving the continuous
differentiability of each ¢;(-), and the fact that (1.1) is satisfied by c(t), for
all t € [0, 4+00).

From the proof of Lemma 4.2, we already know that

00 oo t oo k
>oo) =Y o= [ 3D sl ds,
j=1 j=1 T

k=1 j=1

Since the double series of continuous functions in the r.h.s is uniformly
convergent in each compact interval, the result follows. O

With an extra condition on the kinetic coefficients we can say more about
the differentiability of the moments for any solution:

Proposition 6.2. If there is K > 0 such that, for all j,k € N, a;; <
K (jk)°, with B < 3, and c(-) = (¢;(+)) is a solution of (1.1), and (g;) is a
nonegative sequence such that 0 < g; < j, and, for some positive constant
M, |gj — gj—k| < Mk for 1 <k < j, then form € N, t — 3322 gjc;(t) is
continuously differentiable and moreover, for t > 0,

d o
7 Z gjc(t) = — Z (97 — 9j-k)Wjk(c(t)) — Z 9iWik(c(t)) -
Jj=m S1(m,00) Sa(m,00)
(6.2)
In particular the differential versions of (4.10), (4.11) and (4.12) hold true.

Proof. From the estimates (4.8) and (4.9) taken together with the property
of uniform convergence of Z‘;‘;l jcj, it is clear that the convergence of the

double series in (4.6) is uniform so that the series in the integrals of the
r.h.s. of that expression define continuous functions in ¢. This implies our
result. O
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With respect to the continuous dependence relatively to the initial con-
ditions we prove the following partial result:

Proposition 6.3. If a;; < K(jk)? wth g < %, ifa+ 6 <1 and if ¢ and
d are solutions of (1.1) satisfying c¢(0) = ¢y and d(0) = dy then, for each
t > 0, there is a positive C(t,||co|l1) such that

le(t) — d(®)[la < C(E, llcoll1)llco = dolla- (6.3)

Proof. By writing

t 0. 0]
Cj (t) =coj + / Z Qjtk, kcj—l—k Ck Z a;, kC] Ck ] ds,
0 [k=1
t
dj (t) = doj + / Z Qjtk, kd]+k dk Z as, kd )] ds.

and defining z(t) = c(t ) — d(t) we perform the same estimates as in the
proof of Proposition 5.1 to obtain, this time,

Z] 125(t) Zf"m |+4K||Co||1/ Zjﬁ|xj|+
+KH<30|!1/ Z J CJ+K”d0”1/ Z 77d;

Jj=n+1 Jj=n+1

instead of (5.3). Hence, by making n — oo and using the same arguments
as in that proof we obtain,

Zyam Zfém |+4KucOu1/Zja|xj|.
=1

By using the Gronwall lemma estimate (6.3) follows. O

Remark 6.4. Here we recall the Remark 5.2 with respect to our restricting
hypothesis on the kinetic coefficents and on the growing rate of (g;) . Notice
that we were not able to prove continuous dependence on the initial condi-
tions with respect to the X1 norm, except in the case where a;j), < K, for
all j,k € N. At the moment it is not clear to us whether this is an essential
feature of the RBK equation or if it is just a technical limitation due to the
methods we have used. It is possible that, in a more general case, instead
of a continuity property based on a norm estimate like (6.3), we can prove
an upper semicontinuity property for admissible solutions similar to that in
[1, Theorem 5.4].
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7. Some invariance properties of solutions

From the physical process that we are modelling (see scheme in Fig. 1)
it is natural to expect that if initially there are no clusters of size larger
than p, then none will be produced afterward. This is established next.

Proposition 7.1. Assume the Cauchy problems for (1.1) have unique so-
lutions. Then, for every p € N, the sets

XS :={ce X{|¢;=0,Vj>p}

are positively invariant for (1.1).

Proof. Let ¢ be a solution of (1.1) such that ¢(7) = ¢y € X<P, for some
72>0.

Let ¢P(-) be the unique solution of the p-dimensional Cauchy problem

p—=J p

= Z Witk r(c?) — Z Wi k(<)
=1 =1

Cp(T) = Coj,

J
for 5 = 1,...,p (with the first sum defined to be zero if j = p.) Then,
the function (cf,db,...,c},0,0,...) is a solution of the infinite dimensional
system (1.1) and, by uniqueness, it must be the solution c¢. Therefore, for
all t > 7, we have ¢j(t) =0 when j =p+1,p+2,..., that is, c(t) € Xsp
for all ¢ > 7, which proves the result. O

This invariance property also occur in fragmentation equations: if the
initial distribution of clusters has no clusters with size larger than p, then
they cannot be produced by fragmentation of those (smaller) ones that are
initially present; a reasonable enough result. Invariant sets for coagulation
equations with Smoluchowski coagulation processes are of a different kind
but one can also characterize them without much difficulty [4]. In fact,
we can use a similar approach also in this case to characterize the posi-
tivity properties of the cluster distribution (i.e., the subscripts j for which
c;j(t) > 0) in terms of those same properties for the initial data. Let us first
introduce some notation.

For a solution ¢ = (¢;) to (1.1), denote by P := {j € N|¢;(0) > 0} the
set of integers (finite or infinite) describing the positive components of the
initial condition (cj (O)), and let ged(P) be the greatest common divisor of
the elements of P. Define J(t) := {j € N|¢;(t) > 0}, the set of indices for

which the component of the solution is positive at the instant ¢. Naturally,
P = 7(0). Now we have the following result:
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Proposition 7.2. Assume uniqueness of solution to initial value problems
for (1.1) holds. Let #P > 1. Then,

ged(P) =m = J(t) =mNnN[l,sup P], Vt>0.

Proof. We first remark that, by uniqueness of solution and the form of the
system (1.1), if, for any j, one has ¢j(s) = 0 for all s in a nondegenerate
interval [7,t], then ¢; is identically zero for all times.

In order to prove the proposition it is convenient to write system (1.1) in a
different form, similar to what was done for the Smoluchowski’s coagulation
equation in [4]. Define

o0

Ri(t) == ajynncin(t)er(t), ©;(t) = ajrer(t),
k=1

k=1
Ej(t) = exp ( /0 tg%—(s)ds).

Observe that all these functions are nonnegative, for nonnegative solu-
tions and for all ¢ (and furthermore E;(t) > 1). Using them, write (1.1)
as

¢j = Rj—cjpj
and apply the variation of constants formula to get, for all t > 7 > 0,

t
GO () = (E () + [ B0 (5)ds. (7.1)
Equation (7.1) allows the following conclusions to be immediately drawn:

(i): if ¢j(7) > 0, then ¢;(t) > 0, for all t > 7, or, equivalently, J(¢) 2
J(7) for all ¢ > 7, and in particular J(t) 2 P, for all t > 0.

(ii): due to the definition of R;(-), if 5 > ¢; are two numbers in J(7),
then ¢y — 01 € J(t), for all t > 7.

(iii): by (i) and (ii) one concludes that, if p1,...,p, € J(7), (assum-
ing, without loss of generality, that p; < p; for ¢ < j), then, for
all integers m; € Z, we have mip1 + ...+ mup, € J(t), for t > 7,
provided the integers m; are such that 1 < mip1+...+mppn < pn-

Suppose that 1 < #P < co. Let us write P = {p1,...,p,}. By Bézout’s
lemma in elementary number theory [12, Chapter 1] we conclude that if
ged(P) = m then the smallest positive value of mipy + ...+ myp, is m
and all other larger values are multiples of m. Hence, this result, (iii), and
Proposition 7.1 imply that J(t) 2 mN N [1,sup P], for all t > 0, when the
initial data is finitely supported. It is clear that, if m = 1, then equality
holds and the proof is complete for finitely supported initial data.
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In order to complete the proof we now need to prove that, when m > 1,
we also have J(t) € mNN[1,sup P].

We first note that ged(P) = m = P C mNN[1,sup P|. This is obvious
since the assumption implies that every element of P is a multiple of m
(hence an element of mN) and, naturally, it is not bigger than the supremum
of P.

Let us now prove the result. Note that it suffices to prove that, for any
q €N,

g € mNN[1,sup P| = ¢,(t) = 0,Vt > 0.
Let d = (dj), j € N, be defined by d; = 0 if j > sup P, and, for j < sup P,
let d; be given by the solution of the ordinary differential equation

djzo if 7 ¢ mNN[1,sup P],
P—j o0

d; = Z @k kdirrdy — d; Z ajrdy  otherwise,
k=1 k=1

where p := sup P, with initial condition
d;j(0) =¢;(0), ,j=1,...,p.
Let j ¢ mN N [1,sup P]. We know that j ¢ P and therefore d;(0) =
¢j(0) = 0. Thus, by the differential equation, d;(t) = 0, for all ¢ > 0. On

the other hand, if j ¢ mN N [1,sup P| it is not possible that both k& and
j + k belong to mN N [1,sup P], for every k. Thus, we conclude that

p—J

Z ajtkkdj+rdr = 0.
k=1
Moreover, since d; = 0 for all ¢, we also have

p
d; Y ajkdy =0,
k=1

and hence d is also solution of the system.
] P—j P
dj = Zaj+k,kdj+kdk —d; Zaj,kdk, j=1...,p,
k=1 k=1
with initial condition d;(0) = ¢;(0). Therefore, by uniqueness, ¢ = d and
we conclude that ¢ € mN N [1,sup P| = ¢,4(t) = dy(t) =0, Vt > 0.

Suppose now that #P = co. Let ged(P) = m. By [5, Proposition 5]
there exists a finite subset P, C P, with #P,, > 1, such that gcd(P,) = m.
Apply now the above argument to P, instead of P. This concludes the
proof. O
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The previous proof does not hold if #P = 1. In that case, a peculiar be-
haviour occurs, not exhibited either by the usual Smoluchowski’s equations,
or by the fragmentation equations.

Proposition 7.3. Assume uniqueness of solutions to initial value prob-
lems for (1.1) holds. If a solution to (1.1) starts monodisperse, it stays
monodisperse for all later times, or, in the notation used above,

#P=1=J{t)=P, Vt>D0.

Proof. Let ¢;j(0) = Xdjp, A > 0, for some positive integer p. Then, ¢(0) €
XSP and, by Proposition 7.1, ¢(t) € X?, for all ¢ > 0. Therefore ¢;(t) =0
forall j > p+1 and, for j = 1,...,p, ¢;(t) is given by the p-dimensional
system considered above. Now let ¢;(t) = a(t)d;,,. Obviously we have, for
all j=1,...,p,

p—j P
Z Witk k(c) =0, Z Wii(c) = aj,pa(t)25j,p'
k=1 k=1

Thus, c(-) will be a solution of (1.1) with initial condition (Ad;,) if and
only if «a(-) solves
& = —ay 0
{a(O) =\
Hence, solving this initial value problem and substituting back into the
expression for ¢(-) we obtain the following solution of (1.1)

PR 14 dap pt
¢j(0) =0 for j # p.

By uniqueness, it is the only solution satisfying the initial condition
¢;(0) = Ad; p, which proves the result. O

8. On the long-time behaviour of solutions

In this section we start the investigation of the long-time behaviour of
solutions.

Having present the physical process under consideration (see scheme in
Fig. 1), it is natural to expect that, under rather mild conditions, all solu-
tions will converge pointwise to zero as t — oo. For solutions in X this can
be phrased by saying that solutions converge to zero in the weak-* sense
[2, page 672].

The result is given in the following proposition, the proof of which is
rather easy and follows the same ideas used to prove the same result in the
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fragmentation equation [3, Theorem 4.1], which we reproduce here for the
sake of completeness of presentation.

Proposition 8.1. Let aj, < Kjk, and let ¢ be a solution of (1.1) with

initial condition c(to) = co € X5, defined on [tg,o0). Assume that a;j; > 0,
for all j. Then, for all j € N it holds that cj(t) — 0 as t — oc.

Proof. Let t > 7, and consider the moments’ equation (4.5) with g; =1,

oo o0

tn 00
ci(t) — cj(t) =— nh_)ngo/ Z Z ajci(s)cr(s)ds <0,
j=m j=m T j=mk=j—m+1

N

from which we conclude that ¢ — Z;’im ¢;(t) is a monotonic nonincreas-
ing function. As it is bounded below (by zero) it must converge to some
constant py, > 0. Since 372 ¢;(t) > 2222, . ¢j(t) we have p;, > pj, .
Then, for all m € N we have

o0 o0
em(t) = ¢i(t) = Y ¢i(t) —— Dy~ Piy1 =2 € 2 0.
j=m j=m+1

Now consider the case m =1 and ¢t = 7 + 1. Applying limits 7 — oo to the
moments’ equation, we have

0o 00 t n oo

Do 1) - Z ¢(r) = —lim |} > ajuci(s)en(s)ds

J=1 J=1k=j

T—00

t+ n oo
0 = — lim lim ZZaj,kcj(s)ck(s)ds.

T—oon—oo [ 4
Jj=lk=j

Suppose there exists an integer p € N such that c¢; > 0. Let oy, € (0,¢}).
Then

T4l N 0

0 = lim lim ZZajkcj(s)ck(s)ds

T—00 N—00 T

=1 k=j
T+1 1 9
> 1 : e
> Jim Lm0 ag(ci(s)ds
J=1
T+1 9 ) )

> lim applep(s)) ds > lim a,,08 = ap,,a0 > 0

= p,p( »( )) S AppQyp p,pYp )
and this contradiction proves that c¢; = 0, for all values of p. O
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9. On the scaling behaviour of solutions

In this section we begin the study of the scaling behaviour of the solutions
of (1.1) in the particular case when a;; = 1,for j,k € N, in which case the
system turns into

[e.9] oo
G = Ciartr—¢ Y cr, J=1,2,... (9.1)
k=1 k=1

This study is strongly motivated by similar studies on the scaling be-
haviour of coagulation-fragmentation equations and other related equations
[10]. Most of the results in those works are consequences of the application
of tools based on the Laplace transform. Here we have an entirely new
situation since the production term (the first one on the r.h.s. of (9.1))
is not of convolution type and hence Laplace transform methods are not
useful.

In the first place, we can draw consequences from the differential version
of (4.11) and (4.12) about the typical time scales for the cluster eating
equation. Some of these conclusions were already formally obtained in
[11] and here we reproduce part of their arguments. In that work the
authors were led to interesting novel features about the evolution of the
numbers of clusters of odd and even sizes, which have no parallel in the usual
Smoluchowski’s coagulation-fragmentation equation. These were already
pointed out in Section 7. Let us define, for ¢t > 0,

oo o0
V(1) =S 60, veaalt) =3 ey a(t).
j=1 j=1
With our choice of the kinetic coefficients, equation (4.11) becomes
_ 1, I,
v=—zv —§ch, (9.2)
7=1
while equation (4.12) turns into
I)Odd = _ngd . (93)

Equation (9.3) reflects the fact that the number of even size clusters does
not affect the evolution of the number of odd size clusters. This is intuitively
clear since the only interaction that changes the net amount of odd sized
clusters is the reaction between two odd size clusters, which produces an
even size one. Solving (9.3) we get

Voaa(t) = Voad (0)

= =7 fort>0.
1+ I/Odd(O)t7 or
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On the other hand, (9.2) implies that
<<,
2

and hence
s <v <
+v(0) 1+ 22t

These results give us a typical time scale of t~ which was already seen in
the monodisperse solutions in section 7. From the above computations,

. o O, if Vodd(o) = 0,
tlzgloo tVOdd(t) o {1, if Vodd(o) 75 0,
liminftv(t) > 1, limsuptv(t) < 2.

t—+o00 t—+o00

We now turn our attention to the study of self-similar solutions. We call
a solution c(-) self-similar if there are functions (,7, ¢ such that,

Y or
cj(t) = C(t)qﬁ(n(t)) , forjeN t>0. (9.4)

We first remark that by virtue of the results obtained in Section 7 with re-
spect to the monodisperse solutions (which are a trivial case of self-similar
solutions), no universal behaviour is to be expected with respect to all
the nonnegative solutions of (9.1). In other words, for j and ¢ large, the
solutions will not have an unique asymptotic self-similar behaviour inde-
pendently of their initial conditions.

In order to find self-similar solutions we adopt an ansatz suggested in [8]
in a related situation: find differentiable functions A and « such that there
is a solution in the form

cj(t) = A(t)a(t) .

By plugging this into (9.1) we obtain
aA?
1—a?
This clearly implies that « is a constant in [0, 1), while A must satisfy
: @

A= —g—A%
By integrating this ODE with initial condition ¢;(0) = Aga?, for j € N,
with Ag > 0, « € [0, 1), we obtain the solution

Add +jAd e = — o

ci(t) = jENt>0, (9.5)
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A
where (3 := 170042. This fits our definition of self-similar solution given by
—«

(9.4) with,
()=1+pt,  n@)=1,  ¢()=Apa".

This confirms again the typical time scale of =1 and, in fact, for each such
solution and for j € N|

. 1121 tej(t) = (1 —a?)ad ™!, (9.6)
and
tligl trv(t) =1+ a. (9.7)

Therefore, we can consider (9.5) as a family of self-similar solutions, whose
scaling behaviour depends only upon the rate a of exponential decreasing
of the initial condition. For each o € [0, 1) there is one such solution with
number of cluster density v(t) behaving like in (9.7). At present the answers
to the following questions about the asymptotic behaviour of the solutions
of the cluster eating equation (9.1) are still unknown:

(1) Besides (9.5) are there other strictly positive self-similar solutions?

(2) Are there other solutions behaving asymptotically like the solutions
(9.5) in the sense that they satisfy (9.6)7

(3) If the question above has positive answer and if we know that the
total number of clusters has the behaviour (9.7) for a known a, can
we guarantee that the solution itself behaves like (9.6) or are there
other types of asymptotic behaviour?

We hope to return to these questions, as well as to a further exploration
of the RBK system in the near future.
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